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First principles study of tungsten-based alloys:
From defect thermodynamics to phase diagrams
LEILI GHARAEE
Department of Physics
Chalmers University of Technology

Abstract
Nuclear fusion is a very attractive option for energy production as it is clean, safe and effi-

cient. Themajor obstacle in construction of fusion power plants is the development of materials
that can tolerate the extreme operational condition especially high-energy neutron flux. Tung-
sten is the prime candidate as armor material in fusion reactors due to its high strength and
excellent high temperature properties. Tungsten alloys are interesting in this context because
of the transmutation of tungsten to other elements upon neutron irradiation. In this thesis,
properties of tungsten alloys were studied by means of first-principles calculations based on
density functional theory (DFT). I investigated the thermodynamic and kinetic properties of
intrinsic and extrinsic defects in tungsten. Ti, V and Re were shown to trap self-interstitials.
Whereas mixed-interstitial migration was found to proceed via a non-dissociative mechanism
with a lower barrier than that of vacancies.

A closer look at trapping effects inW-Re,W-V, andW-Ti alloys showed thatmixed-interstitials
in all systems are strongly attracted to each other with large binding energies. They form in-
terstitial pairs aligned along parallel first-neighbor ⟨111⟩ strings. This behavior is caused by
the very large and anisotropic strain field of these interstitial defects. Low barriers for defect
translation and rotation enable defect agglomeration and alignment even at moderate temper-
atures. Re-rich clusters that are observed in irradiated tungsten, at concentrations below the
solubility limit, may eventually transform into intermetallic phases, which can affect materials
hardness and embrittlement. To explain the formation of these precipitates, I carried out DFT
calculations to characterize the landscape for diffusion. My results were subsequently used by
collaborators to parametrize a kinetic Monte Carlo model. Simulations based on this model
showed that both vacancy and interstitial mediated transports control cluster nucleation. Re-
rich precipitates were seen to grow by attracting more mixed interstitials bringing solute atoms,
which in turn attracted vacancies leading to recombination and solute agglomeration.

The heat of mixing for the previously mentioned alloying elements was investigated further.
For W-Ti, the equilibrium phase diagram below 1700 K is not known due to experimental diffi-
culties. The present study revealed a negative heat of formation on the W-rich side, which is
consistent with the experimentally observed asymmetric solubility. A revised solubility limit
at low temperatures of the W-Ti phase diagram was derived on the basis of these calculations.

Finally I assessed the performance of constraint-based functionals and considered the recently-
developed consistent-exchange van der Waals density functional version vdW-DF-cx, the semi-
local PBE and PBEsol functionals as well as the AM05 meta-functional. Structural and thermo-
physical properties of 3d, 4d, and 5d non-magnetic transition metals were computed at finite
temperatures. It was shown that overall vdW-DF-cx provides an accurate description of ther-
mophysical properties that is typically superior to the other functionals considered. It can thus
be used to study systems that have both sparse and dense electron distributions .

Keywords: tungsten alloys, point defects, irradiation, structural materials, first-principles cal-
culations.
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1
Introduction

The world energy demand grows rapidly as the global population expands, countries grow eco-
nomically, and people desire higher standards of living. In this regard, nuclear fusion is ex-
pected to play a key role because it is a clean and sustainable source of energy. Fusion offers
important advantages such as no carbon emissions and therefore no air pollution, unlimited
fuel supply and intrinsically safe technology, which would make a massive contribution to mit-
igating concerns about energy safety and climate change.

Currently, three main projects, JET (Joint European Torus), ITER (International Thermonu-
clear Experimental Reactor), and DEMO (DEMOnstration Power Plant), are hoping to pave the
way for commercially viable power generation using nuclear fusion.

JET, located in Oxfordshire, UK, set the world record in 1997, for achieving (16 MW) fusion
power in deuterium-tritium operation [2], the fuel proposed for the first generation of fusion
power plants. The follow-up programme, ITER, will attempt to go one step further and gen-
erate more power, 500–700 MW [3], than is used to start the process. This project attempts
to demonstrate the feasibility of magnetic-confinement nuclear fusion and is currently under
construction in Cadarache, France.

ITER, however, does not represent the final step; It is the bridge toward DEMO, the first plant
that will demonstrate large-scale production of electrical power and tritium fuel self-sufficiency.
Planning for DEMO design and operation is still ongoing as it depends also on the results of
the early years of operation in ITER. Conceptual designs of DEMO sketch a machine that is
larger than ITER with the ability to produce fusion power output in range of 30 to 50 times
larger than the input power. The size of the machine is determined by the radius of the plasma
cross-section, which is confined in a doughnut-shaped vessel. Its radius for DEMO ranges from
6 to 10 metres. In comparison, the radius in ITER measures 6.2 meters and that of the largest
tokamak in operation, JET, measures about half of that [2, 3, 4, 5].

One of themain concerns during reactor operation is the severe radiation conditions expected
in fusion reactors, which requires the development of newmaterials able to withstand the harsh
environment including thermal loads and radiation. The high-energy and high-intensity neu-
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Chapter 1. Introduction

Figure 1.1: A toroidal section through a simplified DEMO model. (Source of image:
Ref. [6])

tron fluxes produced by the fusion plasma have a significant lifetime-limiting impact on fusion
reactor components via altering mechanical and thermophysical properties.

The fusion reaction takes place in the reactor chamber inside a vacuum vessel. The vacuum
vessel is the container, which houses the fusion reaction and acts as a first safety containment
barrier. At the very bottom of the vacuum vessel, the divertor is located as the next plasma-
facing component, see Fig. 1.1, and its function is to extract heat and helium ash –both products
of the fusion reaction– and other impurities from the plasma.

The average neutron fluence on the first wall material in ITER is 0.57-0.8 MWa/m2 and the
neutron flux at the first wall will reach up to ∼ 1023 n/m2s. The average neutron fluence for
DEMO is expected to be up to 15MWa/m2 with neutron fluxes being at least a hundred times
larger. The plasma current varies from 4.8MA in JET to 15-17MA in ITER and 30MA in DEMO.
As a result, higher heat flux and higher neutron loads in DEMO, will lead to higher displace-
ments per atom (dpa) of up to ∼ 30 dpa, compared to ITER with < 3 dpa in a full operational
life [3, 4, 5, 7, 8, 9, 10, 11].

More energetic fusion neutrons in higher doses cause far more damage and transmutation
products. Transmutation in turn, results in a change in material composition and will thus
influence thermal, chemical, and mechanical properties of the wall materials, which eventually
has a great influence on the resistance to radiation.

While for JET, initially carbon tiles were used to cover the interior wall of the vacuum vessel,
they were recently replaced with beryllium and tungsten tiles. In ITER, beryllium has been
chosen to cover the first wall, while interior surfaces of the vacuum vessel will be made of
high-strength copper and stainless steel.

Since the size of the vacuum vessel dictates the volume of the fusion plasma, DEMO will
produce a greater amount of power and higher radiation load compared to ITER and therefore
stronger materials are required. In this regard tungsten is considered for structural applications
in fusion reactors due to its superior high temperature properties. Plasma-facing components



of the divertor, which withstand the highest surface heat loads in ITER, are being made of
tungsten [3, 4, 5, 7].

Tungsten has a high melting point, low coefficient of thermal expansion, high thermal con-
ductivity, and excellent resistance to physical sputtering. This combination of properties makes
tungsten an attractive choice as a coating material on the high heat flux components.

Yet, tungsten generally exhibits ductile behavior at high temperatures and brittle behavior at
low temperatures. The ductile operating window for tungsten is about 700-1200 ∘C, and tung-
sten exhibits brittle behavior at temperatures lower than about 300 ∘C. Its ductile to brittle tran-
sition temperature (DBTT) lies between 150 ∘C and 400 ∘C [9]. The DBTT for tungsten is known
to be relatively high, however its exact range is verymuch dependent on the details of themanu-
facturing process and the history of thematerial. The operational temperature for plasma facing
components at the ITER divertor ranges from ∼200 ∘C at water cooled operation to 3000 ∘C at
full operation, which also include the temperature range that tungsten shows brittle behavior.
To solve this problem, alloying, for example by Re, has been suggested as a means to lower
temperature range in which, the fracture mode of pure tungsten changes from ductile to brit-
tle [4, 9, 11, 12, 13, 14, 15].

Alloy formation will also occur naturally due to nuclear transmutation caused by high energy
neutron exposure. In this fashion, pure tungsten will gradually evolve into an W-Re-Os-Ta
alloy [6, 16, 17]. As an example, the variation in concentrations of He, Re and Ta, produced in
pure tungsten under neutron irradiation as a function of position in the divertor and first wall
of a DEMO design is presented in Fig. 1.2.

Alloying either intentionally or implicitly affects many properties of importance such as me-
chanical performance, thermal conductivity, swelling resistance and oxidation behavior under
irradiation. While these properties are reasonably well understood for pure tungsten, the situ-
ation is quite different in the case of alloys, especially under irradiation conditions.

Irradiation leads to the localized production of lattice defects such as vacancies and inter-
stitials. Whereas vacancies are relatively immobile, interstitials in pure tungsten, which are
commonly referred to as self-interstitial atoms, can readily migrate allowing for efficient defect
recombination, which is an important factor with respect to radiation tolerance. In an alloy
an attractive interaction between solute atoms and interstitials can lead to trapping of intrinsic
defects, increasing the defect density after bombardment and thus accelerating damage build-
up. Thus, while alloyingmight improvemechanical properties it can potentially simultaneously
cause a degradation of the irradiation tolerance.

Void induced swelling is another challenge for tungsten as a structural material. Swelling
causes dimensional changes and variations in materials properties resulting in serious problems
for the reactor design. The swelling of tungsten is shown to be strongly reduced when alloyed
with rhenium [18].

In addition, specific developments are aimed at suppressing the production of volatile tung-
sten oxide in case of a loss-of-coolant accident with air ingress so as to reduce the risk of re-
leasing radioactive material. One proposed solution is to add small amounts of silicon and
chromium to tungsten, which leads to a glassy protection layer on the tungsten surface and can
reduce the tungsten oxidation rate by up to four orders of magnitude [13].

In the present thesis, I employ computational calculations to gain insight into the response
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Figure 1.2: Variation in concentrations of He, Re and Ta, produced in pure tungsten
under neutron irradiation as a function of position (and depth) in the divertor and first
wall of the DEMO design. The equivalent dpa/year in pure tungsten are also given for
each position. Units of concentrations are given in atomic parts per million (appm).
(Source of data for the figure: Ref. [6])

of the material to neutron irradiation, enabling the assessment of the structural integrity of
components in a fusion power plant. I provide an assessment of tungsten-based alloys for ap-
plications in fusion environments by studying different types of point defects, their interactions
and diffusion as well as phase diagrams.



2
Background

2.1 Radiation and high energy particles
Irradiation is the process of exposing an object to radiation. One of the immediate effects of
irradiation of a material is the displacement of some atoms from their equilibrium lattice sites.
Energies vary for different radiation sources and high energy particles have a stronger impact
on the material compared to the low energy ones.

Charged particles like electrons and ions, depending on their mass, interact with materials
and lead to scattering. For example a 1MeV electron in copper (Cu) can penetrate 350 μm on
average, while a proton of the same energy penetrates 380 nm in Cu on average. Due to its
larger mass, a proton produces more damage, loses more energy while scattering, and stops in
lower depth compared to electrons. A gold (Au) ion of the same energy penetrates only 96 nm
in Cu as it is heavier [19, 20].

Neutrons are not stable elementary particles and have a half-life of about 11 minutes. Free
neutrons do, however, exist in situations like natural radioactive decay, which produces neu-
trons with energies of a few MeV. Reactions taking place in reactors produce neutrons with
energies of about 2 and 14 MeV for nuclear fission and fusion respectively. Whereas neutrons
do not interact significantly with electrons in the material, they interact with the atomic nuclei
via the nuclear forces. Based on their energies, neutrons can interact via several different pro-
cesses. While low energy neutrons interact with atoms via elastic scattering, for neutrons with
energies above 1 MeV, inelastic neutron scattering becomes important. During this process, the
kinetic energy is not preserved and is partially transferred into the excitation of the nucleus.

Nuclear reactions become significant for neutrons with energies above 8 MeV. During this
process a nucleus absorbs the high energy neutron and generates transmutation products. This
reaction is very important as it changes the composition of the material and may thereby even-
tually alter the properties of the material and in particular its response to irradiation [19].
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2.2 Applications of high energy irradiation
High energy irradiation is an important research area with applications in various fields of
technology, including diagnostic techniques and energy generation in nuclear power stations.
High energy radiation is widely used in radiography for imaging the interior of objects, and in
radiotherapy for medical reasons. The radiation energy varies from kilo to mega electron volts
and even higher based on the type of the treatment [21, 22]. Exposure to irradiation in very
large doses or for long times can be harmful and destructive for healthy tissue and therefore
the dose and duration need to be selected carefully.

Another application of high energy irradiation is energy generation in nuclear power sta-
tions, where the energy of fission or fusion reactions is converted into heat and subsequently
electricity. Like medical irradiation and all its other applications, irradiation in nuclear reactors
has a twofold effect. On one hand, irradiation energy is converted into useful energy and on the
other hand, it damages the surrounding material and degrades its properties. The issue of find-
ing materials that can withstand high irradiation is the subject of extensive research especially
for fusion reactors. In the following two subsections, a more detailed description of fission and
fusion reactors is presented.

2.2.1 Nuclear fission reactor

2.2.1.1 Background

Nuclear fission is a process in which the nucleus of an atom splits. The splitting of a nucleus
occurs due to radioactive decay or by bombardment by other subatomic particles. In either case,
the resulting components have less combined mass compared to the original nucleus and the
missing mass is converted into kinetic energy.

Radioactive fission happens primarily with the heavier elements. In this process, a nucleus
of an unstable atom loses energy by emitting for instance alpha particles, beta particles, gamma
rays and neutrons. Isotopes of uranium (U) by releasing hundreds of MeV energy decay to fis-
sion products such as krypton (Kr), barium (Ba), technetium (Tc), ruthenium (Ru), or palladium
(Pd).

In the secondmechanism, when a large fissile nucleus such as uranium-235 (235U) or plutonium-
239 (239Pu) absorbs a neutron, it may undergo nuclear fission. The heavy nucleus splits into two
or more lighter nuclei —the fission products— releasing kinetic energy, gamma radiation, and
free neutrons. A portion of these neutrons may later be absorbed by other fissile atoms and trig-
ger further fission events, which will release more neutrons. This is known as a nuclear chain
reaction. This procedure releases a significant amount of energy compared to the energy of the
neutron that started the procedure. Bombarding uranium with neutrons of a few eV, splits the
nucleus, releasing a few hundred MeV and neutrons of ∼2-3MeV [23, 24]. Controlled reactions
of this sort are used to release energy within nuclear power plants. Uncontrolled reactions can
fuel nuclear weapons.



2.2. Applications of high energy irradiation

Figure 2.1: Schematic illustration of a fission process in which the nucleus of an atom
breaks into smaller nuclei due to bombardment by a neutron, which results in the pro-
duction of energy.

2.2.1.2 Fission reaction in nuclear reactors and electricity generation

Similar to the plants that burn coal, oil and natural gas, nuclear plants produce electricity by
boiling water into steam. This steam drives turbines that produce electricity. Nuclear fuel for
this process, includes two types of uranium, 238U and 235U, as well as plutonium. Fuel comes
in the shape of solid ceramic pellets that are packaged into long tubes. 238U constitutes an
important share of the fuel, 235U is, however, more unstable and splits quickly. This process
releases neutrons, which start the chain fission reaction. Neutrons hit other uranium atoms
resulting in the release of more neutrons along with heat. When a chain reaction occurs, fission
becomes self-sustaining.

In order to control the nuclear reaction, special rods are inserted among the fuel tubes in
order to slow down or accelerate the reaction. They are composed of chemical elements such
as boron, silver, indium and cadmium that are capable of absorbing many neutrons without
undergoing fission themselves [25, 26]. Fuel tubes in the reactor are surrounded by water. The
heat produced during the fission reaction turns this water into steam. The steam drives turbines
that power generators to create electricity.

Nuclear power provides many big advantages. It is a clean energy and does not contributes
to climate change. Almost no greenhouse gases such as carbon dioxide are emitted into the
atmosphere. In addition, nuclear fission has large power-generating capacity and produces
roughly a million times more energy per unit weight than fossil fuel alternatives.

There are, however, negative sides to this way of energy production. Uranium sources are
just as finite as other fuel sources and are expensive to mine, purify and transport. They also
always possess a contamination risk. In addition, during nuclear reactor operation, a high-level
radioactive waste is generated from the fuel. Lower-level radioactive waste is also generated in
radiated parts and equipments, and disposal of radioactive waste is a complicated problem.
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Chapter 2. Background

Figure 2.2: Schematic illustration of a fusion process in which deuterium and tritium
fuse together, form a helium nucleus and a neutron, and release a large amount of
energy.

2.2.2 Nuclear fusion reactor
With its high energy yield, low nuclear waste production, lack of air pollution and virtually
limitless fuel available, fusion, the same source that powers stars, could provide an alternative
to conventional energy sources.

2.2.2.1 Background

Fusion is a nuclear reaction that occurs when two or more light nuclei collide at very high speed,
combine, and form a heavier atomic nucleus. A great amount of energy is released during this
process in which matter is not conserved. As the total mass of the new atom is less than that
of the two, from which it was formed, thus some of the matter of the fusing nuclei is converted
into energy.

Fusion is the process at the core of the Sun and other stars, where hydrogen nuclei collide,
fuse into heavier helium atoms and release enormous amounts of energy [27, 28]. Creating
a controlled fusion reaction on Earth, however, has proven to be very difficult so far, as the
two protons or hydrogen nuclei repel each other. Very specific conditions including enormous
temperature and pressure are required to make it happen. The tremendous heat of the Sun,
which is around ten million degrees, and its high pressure are achieved by the large mass of the
Sun and the force of gravity compressing this mass in the core. This heat accelerates the atoms
to the point where their momentum overcomes the Coulomb repulsion [28].

Scientists are nowadays looking for ways to control the energy produced during nuclear
fusion. To this end, very high temperatures of about 100 million degrees are required, under
which a hydrogen plasma is formed. Plasma is an extremely high-energy state of matter with
electrons separated from the nuclei. The system is overall charge neutral yet composed of
charged particles and as a result it is responsive to electromagnetic forces [28].

There are different atomic combinations, which can lead to a fusion reaction, among which,
the deuterium-tritium (D-T) reaction has been identified as the most efficient combination for
generating power on Earth. ITER and the future demonstration power plant DEMO, will use
this combination of elements to fuel the fusion reactor [4]. In this reaction, deuterium and
tritium nuclei combine to form a nucleus of Helium-4, release a neutron, and an energy of 17.6
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Figure 2.3: ITER tokamak reactor and its main parts including vacuum vessel, blanket
modules, magnets, divertor, and the cryostat. (Source of image: Ref. [4]. The image is
further customized for better illustration.)

MeV per reaction, see Fig. 2.2. Considering that billions of reactions occur in each second, one
can realize the potential efficacy of the fusion reaction for generating power [28].

Deuterium is a non-radioactive isotope of hydrogen, containing a single proton and a neutron.
It is widely available as it can be distilled from all forms of water. Tritium is the other isotope of
hydrogen and contains one proton and two neutrons. It is a fast-decaying radioactive element,
which is more challenging to locate in large quantities on Earth. Rather than attempting to
find it naturally, the most reliable method is to bombard lithium with neutrons to create this
element. During the fusion reaction in ITER, tritium is produced, when neutrons escaping the
plasma interact with lithium contained in the blanket wall of the tokamak [4].

2.2.2.2 The working principle of a fusion reactor
In large scale commercial designs of fusion reactors, heat generated from the fusion reaction
is used to operate steam turbines that drive electrical generators as in existing fossil fuel and
nuclear fission power stations.

Fusion reactors are these days, however, in experimental stages and various operational con-
cepts have been developed so far for power generation. The two main approaches to initiate

9



Chapter 2. Background

nuclear fusion reactions on Earth are inertial confinement fusion and magnetic confinement
fusion.

Inertial confinement is a fusion energy approach that uses high-energy laser beams to initiate
the reaction by heating up and compressing a fuel target. Fuel is often provided in the form of
a pellet and consists of a deuterium-tritium mixture. High energy flux laser beams are directed
onto the fuel pellet, which leads to the outer layer evaporating/exploding outward. The reac-
tion force compresses the rest of the pellet inwards. The density of the core of the pellet and
subsequently its temperature rise enormously enabling it to reach the ignition point for fusion.

In the magnetic confinement approach, which is relatively more developed and well funded,
neutral particle beams from accelerators are used to heat a stream of hydrogen gas and turn
it into a plasma by transferring kinetic energy. This plasma is squeezed by super-conducting
magnets, forcing the plasma nuclei closer to each other and thereby allowing a fusion reaction
to occur. The most efficient shape for compressing the plasma is a doughnut shape or toroid in
which, hot plasma is circulated in a magnetically confined ring. A reactor of this shape is called
a tokamak. When completed, ITER will be the world’s largest tokamak [3, 4].

The main parts of the ITER tokamak reactor, as shown in Fig 2.3, are vacuum vessel, blanket
modules, magnetic field coils, cooling equipment and divertor.

The vacuum vessel is a torus-shaped double-wall structure made of steel, which houses the
fusion reaction. It provides a high-quality vacuum for the plasma and serves as the first safety
barrier for heat and radiation produced by the fusion reactions. Between the two walls of
vacuum vessel, cooling water is circulating in order to remove the heat, which is generated
during operation.

Blanket modules are located at the inner surface of the vacuum vessel and shield vacuum
vessel and magnets from fusion reaction products, see Fig. 2.3. As the part which directly faces
the hot plasma, neutrons reach the blanket first, slow down and loose their kinetic energy.
The energy is subsequently transformed into heat and collected by the cooling water system.
Eventually the heat is used to produce electricity. There are 440 blanket modules in ITER each
of them measures 1×1.5 square meters and weighs up to 4.6 tonnes, see Fig. 2.3. As blanket
modules face the radiation directly, the design and the choice of material for them is critical
and dependent on the position in the inner surface. Beryllium for covering the first wall, and
copper and stainless steel for the rest of the blanket, are the materials that have been chosen to
construct blanket modules.

In ITER, magnets are placed around the vacuum vessel as well as the center in the shape
of a solenoid. The function of the magnet system is to confine, shape, and control the plasma
inside the vacuum vessel. It will weigh 10,000 tonnes and when completed will be the largest
and most powerful magnet in the world. All ITER coils are superconducting and compared to
conventional magnets carry higher current and generate a stronger magnetic field. To achieve
superconductivity, magnets are cooled down using liquid helium, to temperatures of around 4
Kelvin (-269 ∘C). Niobium-tin (Nb3Sn) and niobium-titanium (Nb-Ti) have been used so far to
build the magnets.

The ITER cryostat is manufactured from stainless steel. It surrounds vacuum vessel and
magnets and provides high vacuum and ultra-cool environment for the inner parts. With a
weight of 3800 tones, the ITER cryostat is the largest vacuum chamber in the world with the
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Figure 2.4: ITER divertor, which is placed at the bottom of the vacuum vessel, with-
stands the highest heat flux from the ITER plasma. (Source of image: Ref. [4])

ability to provide a vacuum that is 1 million times less dense than air.
Finally the divertor, situated at the bottom of the vacuum vessel, extracts waste gas and

impurities from the plasma, which are generated during the fusion reaction, see Figs. 2.3 and
2.4. It comprises twomain parts, a supporting structure made primarily from stainless steel, and
the plasma-facing armor component, which will be made of tungsten. Tungsten has the highest
melting point of all metals and it makes it a suitable choice for the plasma-facing components
of the ITER divertor as it will be exposed to the highest heat load in the machine [3, 4].

In ITER, first a stream of deuterium and tritium fuel is heated to form a high-temperature
plasma. In order to bring the plasma to about 150 million degrees Celsius, several heating
methods will work concurrently. One source of heat is the changing magnetic field, which
also controls the plasma. Magnetic fields induce a high-intensity electrical current that when
it travels through the plasma, energizes electrons and ions and causes them to collide. Such
collisions create resistance, which results in heat, but as the temperature of the plasma rises,
this resistance —and therefore the heating effect— decreases. In order to reach higher tempera-
tures, additional heating methods like neutral beam injection must be applied from outside the
tokamak. A neutral beam injector, as an external source of heating, injects high-energy parti-
cles from the accelerator into the plasma. These neutral particles collide with plasma particles
and transfer their energy to them. This helps the plasma to reach the temperature necessary
for fusion.

When the fusion reaction occurs, the high energy neutrons generated during the fusion re-
action will be absorbed by lithium blankets and produce more tritium fuel. This process in
turn, increases the temperature of the blanket, for which cooling mechanisms are employed
to decrease the temperature of the blanket by using the heat for turning water into steam and
eventually producing electricity [3, 4, 29].

It has, however, been one of the big challenges to come up with a non-destructive way of
performing fusion. Interior walls of the reactor are exposed to high energy neutron irradiation
and high heat fluxes. High-energy fusion neutrons, when they escape the plasma, can strongly
interact with the atoms of the wall material and cause structural changes via processes like
atomic displacements and elemental transmutations, which may eventually lead to material
degradation. It is, as a result, an essential step in fusion research to find suitable wall materials
with high radiation tolerance at high temperatures.
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2.3 Radiation-induced point defects

During the operation of a nuclear reactor, the immediate surrounding of the plasma is exposed
to extreme neutron irradiation. When a neutron enters the wall material a collision happens
and some atoms are displaced from normal lattice sites. The atomic displacement process starts
with the creation of a primary knock on atom (PKA), which is any target atom struck by neutron
as irradiation particle.

Neutron-atom interactions can be elastic or inelastic. Elastic interactions are important in
the context of damage or defect generation as they can produce Frenkel pairs (vacancies and
self-interstitials) and rearrange atoms on their lattice sites. During elastic collisions, the initial
kinetic energy of PKA dissipates via two processes. The first part is lost to electronic excitations,
which do not contribute to damage creation but mainly act as a viscous medium. The second
dissipation channel is by elastic collisions with surrounding atoms, subsequently resulting in a
cascade of collision events. Inelastic excitations, on the other hand, have a small direct effect
on damage production and a significant part of the neutron energy is transferred to excite the
nucleus that it strikes.

In addition to creation of the PKA, which causes displacement damage, neutron-atom interac-
tion can lead to the transmutation. Nuclear reactions can create foreign elements or impurities,
which can undergo further collisions themselves. Under high energy irradiation, the concentra-
tion of such defects increases dramatically, which affects the physical properties of the material.
As this eventually changes the performance of material under irradiation, one needs to develop
a detailed understanding of the structure and behavior of such defects.

2.3.1 Defects in crystalline materials

In a perfect crystal in equilibrium, all atoms are at their specific atomic sites. Real crystals and
particularly materials exposed to irradiation, however, contain imperfections such as point, line,
surface (planar) or volume (bulk) defects, which locally disturb the regular arrangement of the
atoms.

Defects can be classified according to their dimensionality. Zero dimensional defects are
called point defects and are the main focus of this work. There are two types of point defects
in materials. Native defects are intrinsic to the material, such as vacancies (missing atoms)
and self-interstitials (additional atoms incorporated on sites other than substitutional sites), see
Fig. 2.5. In addition to intrinsic point defects, crystals may also contain extrinsic point defects,
which are impurity atoms on substitutional or interstitial sites.

In addition to point defects, there are one dimensional defects, called line defects. An example
of these defects are dislocations, which govern plastic deformation in many materials. Planar
defects such as stacking faults and grain boundaries, are two dimensional defects. Volume or
bulk defects are three dimensional crystal defects. Precipitates, voids and bubbles belong to this
category of defects [30].
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Figure 2.5: Schematic illustration of a number of crystallographic defects.

2.4 Tungsten as a first wall material
Plasma-wall interaction issues are among the most serious obstacles to the realization of fusion
energy production. This interaction is a key factor, which determines the safety and lifetime of
the wall components and subsequently the overall cost-effectiveness of the facility.

The structural materials have to meet a vast numbers of criteria to be safe, suitable and effi-
cient for a fusion environment. For example they have to show low erosion, which favors heavy
elements such as Mo or W. It is also required for these materials to have high melting point and
high thermal conductivity, for which the candidate materials are C and W. With regard to low
radiation loss and low nuclear activation lighter elements such as Be and C are good candidates.
Low propensity to absorb tritium is also very important; W and —to a lesser extent— steel and
beryllium meet this criterion.

Tungsten and tungsten alloys are therefore considered for structural applications in fusion
reactors, especially for armor materials at the divertor and first wall [11, 31, 32, 33]. In ITER,
tungsten is suggested for plasma-facing armor components of the divertor as the region with
highest heat load, see Fig. 2.3 and 2.4 and to this end, the behavior of these materials under
irradiation has to be investigated carefully.

2.4.1 Behavior under irradiation
During fusion reactor operation, as a result of high energy neutron exposure, displacement
damage occurs and several defects are formed and interact. Nuclear transmutation happens as
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well, and results in compositional changes and additional defect interactions. Tungsten is also
exposed to hydrogen and helium particles arriving at its surface from the plasma.

Vacancies and interstitials are among the point defects generated under irradiation. Whereas
vacancies are relatively immobile, interstitials in pure tungsten can readily migrate, allowing
for efficient defect recombination, which is an important factor with respect to radiation toler-
ance [34, 35, 36]. In an alloy, an attractive interaction between solute atoms and interstitials can
lead to trapping of defects, increasing the defect density compared to the pure material. Thus
alloying can potentially cause a degradation of the irradiation tolerance.

Tungsten transmutes to rhenium, osmium and tantalum in a fusion neutron environment. At
the first wall armor of a nuclear fusion device, it has been estimated that after five years of oper-
ation, pure tungsten transmutes into an alloy containing Re and Ta with concentration of 3% Re
and 0.6% Ta [6], see Fig. 1.2. Another study predicted that W transmutes to an end-of-service
alloy composition of approximately 91 at% W, 6 at% Re and 3 at% Os at the first wall armor [37].
The amount of He produced in the divertor armor was found to be negligible compared to other
transmuted elements. After a five-year full-power irradiation the He concentration was found
to be about 20 appm (0.0020%) or less depending on position [6, 37]. The amount of transmuted
elements in armor tungsten varies with the magnitude of the neutron flux and the position in
the first wall.

In addition to neutrons, tungsten is also exposed to hydrogen particles. Under continuous
high-flux radiation at moderate temperatures (<800 K) blistering occurs for tungsten surfaces.
The hydrogen concentration can locally increase and exceed the solubility limit of the tungsten,
which may be the cause of blistering [38, 39].

Blistering also occurs by helium bombardment. Formation of holes and bubbles by helium
at higher temperatures (>1600 K) is a drawback of tungsten under irradiation conditions. The
formation of these defects has been attributed to the accumulation of helium in defects and
vacancy sites. The size of such nanostructures is found to be dependent on the surface and
exposure temperature, and the incident ion energy [39, 40, 41, 42].

Finally tungsten exhibits brittle behavior at low temperatures and ductile behavior at high
temperatures. The brittle-to-ductile transition temperature (BDTT) of pure tungsten is high,
which poses a challenge with respect to its applications in fusion environment [11, 14, 43]. It
has been found that the ductility of tungsten can be improved by alloying with rhenium, which
is also a transmutational element in tungsten [16, 44, 45]. On the other hand, Re and Os are
shown to precipitate under irradiation with the solute concentration below their solubility limit.
Such radiation-induced precipitation (RIP) of Re is observed in W in the form of intermetallic
σ and χ phases. Os is also seen to precipitate in W under irradiation and the crystal structure
of the precipitate is close to the σ phase. Such incoherent precipitates can hinder dislocation
motion and eventually lead to radiation hardening and embrittlement. In this sense, irradiation
of W would be harmful [37].



3
Computational details and

methodology

3.1 The quantum-mechanical many-body problem
In principle, most properties of a system can be derived from the quantum mechanical wave
function of the system. This wave function can be obtained by solving the time independent
Schrödinger equation

HΨ(r1, r2, ...,R1,R2, ...) = EΨ(r1, r2, ...,R1,R2, ...). (3.1)

Here Ψ(r1, r2, ...,R1,R2, ...) is the quantum mechanical wave function of the system and ri and
RI denote the positions of the ith electron and the I th nucleus. E corresponds to the ground
state energy of the system.

The complete Hamiltonian operator of the system is

H = −1
2 ∑

i
∇2

i − 1
MI

∑
I

∇2
I + 1

2 ∑
i≠j

1
|ri − rj|

− ∑
i,I

ZI

|ri − RI|
+ 1

2 ∑
I≠J

ZIZJ

|RI − RJ|
, (3.2)

where atomic units have been used (ℏ = me = e = 4πϵ0 = 1) and ZI and MI denote charge and
mass of the nuclei, respectively. Equation (3.2) can be written as

H = Te(r) + TN(R) + Vee(r) + VeN(r,R) + VNN(R), (3.3)

where Te and TN are the kinetic energy operators for the electrons and nuclei respectively and
Vee, VeN, and VNN represent the potentials due to Coulomb interactions between electrons and
nuclei.

Obtaining a direct numerical solution for the Schrödinger equation is a difficult task because
any finite-size piece of material contains a number of electrons and nuclei on the order of Avo-
gadro’s constant (NA ∼ 1023). Since the exact solution is only possible for very small systems,
simplifications and approximations to this equation are required.
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3.2 The Born-Oppenheimer approximation
A key point when applying quantummechanics to atoms is that atomic nuclei are much heavier
than individual electrons, which means that electrons respond muchmore rapidly to changes in
their surrounding than the nuclei. The Born-Oppenheimer approximation takes advantage of
this observation and makes the assumption that the ions are stationary and their motion can be
treated classically, while solving the electronic Schrödinger equation. As a result, the physical
problem is split into two parts, the electronic structure problem and the ionic problem. The
wave function of the system then becomes the product of electronic and ionic wave functions,
and the electronic Hamiltonian reduces to

He = Te(r) + Vee(r) + Vext(r,R), (3.4)

where Te and Vee have been introduced above, and Vext is the external potential from the nuclei
including the electrostatic interactions between nuclei. In this approximation, wave function
and ground state energy depend parametrically on the positions of the nuclei

HΨ({r}; {R}) = E({R})Ψ({r}; {R}). (3.5)

Here, the function E({R}) represents the so-called Born-Oppenheimer potential energy surface,
and the nuclei are considered as classical point particles, whichmove on the Born-Oppenheimer
potential energy surface.

Despite the fact that at this point the Hamiltonian of the system became simpler, see Eq. (3.4),
still a complex term remains in the formula. The second term, which represents the electron-
electron interactions requires all the electrons in the system to be treated simultaneously. For
the hydrogen atom it is possible to obtain an exact numerical solution to the Schrödinger equa-
tion using this Hamiltonian, but for larger systems a different approach is required.

3.3 Density functional theory
Density functional theory (DFT) was developed as a means to solve the Schrödinger equation
for a large number of atoms. In quantum mechanics, the wave function for a system of N
interacting electrons is a function of the positions of all electrons in the system, equivalent to
3N variables. In density functional theory, the problem of determining this quantummechanical
wave function is replaced by the problem of finding the electron density of the ground state. The
electron density is only a function of three spatial coordinates, which simplifies the problem
considerably.

3.3.1 The Hohenberg-Kohn theorems
The entire field of density functional theory rests on two fundamental theorems proved by
Kohn and Hohenberg and the derivation of a set of equations by Kohn and Sham in the mid-
1960s [46, 47].
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The first theorem proved by Hohenberg and Kohn states that the ground state wave function
is a unique functional of the ground state electron density [46]. This implies that when the
ground state density is known, the ground state wave function, energy and all other ground
state properties of the system can be determined.

The second theorem states the relation between energy and the ground state density. For a
system with electron density n(r), the energy can be expressed as a functional of the density

E [n(r)] = F [n(r)] + ∫ n(r) Vext[n(r)] dr, (3.6)

in which, F[n(r)] contains the kinetic energy and contributions from electron-electron interac-
tions. The minimum of the energy functional is given by the ground state density n0(r) and
corresponds to the ground state energy E0 of the system

E0 = E[n0(r)] = min
n(r)

E[n(r)]. (3.7)

Thus, by minimizing the energy functional, the ground state electron density can be found.
However, this is still a complex problem as the functional, which contains all effects of electron-
electron interactions, is unknown.

3.3.2 The Kohn-Sham equations
In 1965 Kohn and Sham [47] presented a scheme that replaces the problem of interacting elec-
trons in an external potential with the problem of noninteracting electrons in an effective potential.
They suggested that the unknown functional F[n(r)] can be divided into three terms

F[n(r)] = Ts[n(r)] + EH[n(r)] + Exc[n(r)], (3.8)

where Ts is the kinetic energy of the non-interacting electrons and EH[n] is the Hartree energy
given by

EH[n(r)] = ∫
1
2
n(r)n(r′)
|r − r′| drdr′. (3.9)

The third term, Exc[n], is the energy due to exchange and correlation effects. It contains many-
body contributions to the kinetic energy, exchange effects related to the Pauli principle and
correlation effects due to electrostatic repulsion.

By this definition, as the kinetic energy of the system of non-interacting electrons is sepa-
rated, the original system can be replaced by an equivalent system of non-interacting electrons
moving in an effective potential

Veff (r) = VH(r) + Vxc(r) + Vext(r), (3.10)

where the Hartree contribution is

VH(r) = ∫
n(r′)

|r − r′|dr
′, (3.11)
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and the exchange-correlation potential is

Vxc(r) =
δExc[n(r)]

δn(r) . (3.12)

The system of non-interacting electrons, which are coupled through the electron density, now
can be described by the Kohn-Sham equations

[−1
2∇2 + Veff(r)] ψi(r) = Ei ψi(r), (3.13)

where ψi is the single particle wave function with corresponding Kohn-Sham eigenenergy Ei.
The total electron density is n(r) = ∑i fi|ψi(r)|2, where fi is the occupation number of the one-
electron state i. Since the single particle wave function is dependent on the effective potential
Veff , and Veff is dependent on the electron density, these equations should be solved iteratively
to obtain a self-consistent solution.

The ground state energy corresponding to the ground state electron density can be expressed
as

E0 = ∑
i

fiEi − EH[n0(r)] + Exc[n0(r)] − ∫ n0(r)Vxc(r)dr. (3.14)

At this point, by introducing the Kohn-Sham approach, the problem has been simplified sig-
nificantly. However finding the exact solution is still a difficult task due to the presence of
Exc[n(r)], which includes all the complex many-body effects of the system.

3.3.3 Exchange-correlation functionals
So far, no approximation has been made and Kohn-Sham theory is, in principle, exact. In the
Kohn-Sham equation the exchange-correlation functional contains all many-body effects. The
exact form of the exchange-correlation functional is, however, not known and so far many
approximations have been presented with different levels of complexity. These approximations
generally follow two main approaches. Functionals are either fitted to an experimental data
set or constructed to satisfy physical constraints. These two approaches are also combined in
the design of some functionals. In this thesis four constraint-based functionals are considered
including PBE, PBESol, AM05 and vdW-DF-cx. These functionals are briefly introduced in the
rest of this section.

In the local density approximation (LDA), the exchange-correlation energy depends only on
the local electronic density

ELDAxc [n] = ∫r
n(r) ϵLDAxc [n(r)], (3.15)

where the exact form of ϵLDAxc can be determined from the exact exchange-correlation energy of
the homogeneous electron gas (HEG) meaning ϵLDAxc [n(r)] = ϵHEGxc [n(r)].
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In spite of its simplicity, the LDA is surprisingly successful in describing a wide range of
materials and properties. It provides, however, only modest accuracy when it comes to systems
with rapidly varying electron densities.

To reach a better accuracy in describing systems with inhomogeneous electron density, the
generalized gradient approximation (GGA) was introduced. It is a collective name for approxi-
mations that use information contained in the density n(r) as well as its gradient |∇n(r)|. It is
often specified in terms of an enhancement factor Fxc of the LDA exchange

EGGAxc [n] = ∫r
n(r) ϵLDAx (n(r)]) Fxc(n, |∇n|). (3.16)

There are many GGA versions as there are many ways by which information from the gra-
dient of the electron density can be included. The GGA version of Perdew, Bruke and Ernz-
erhof (PBE) [48], has been a particular successful general-purpose functional for systems with
dense electron distributions including both individual molecules and hard materials [48, 49].

PBEsol is another constraint-based functional, which is simlar to PBE except for the gradient
expansion is restored for exchange. By restoring the gradient expansion, the PBEsol functional
leads to a better description of solids and their surfaces [50].

The AM05 constraint-based functional, like PBEsol, extracts the gradient-corrected correla-
tion and performs very well at describing the structure of dense materials. It provides in prin-
ciple, an exact account of exchange effects for surfaces, i.e., the boundary between regions of
higher and lower electron densities, whereas for internal regions the surface-exchange descrip-
tion is merged with that of the LDA [51].

Several attempts have been made over the years to develop more accurate and general pur-
pose exchange-correlation functionals. Especially the lack of van derWaals forces in the design
of extensively used GGAs, necessitate the construction of new functionals with inclusion of
such forces. Van der Waals forces arise from the non-local correlation between electrons. Due
to their non-local nature, local or semi-local approximations cannot correctly capture these in-
teractions. Therefore, several versions of van der Waals density functional (vdW-DF) have been
developed over the years. In 2004, the van der Waals density functional for general geometries
was presented, called vdW-DF or vdW-DF1 [52]. Here, the correlation in the vdW-DF method
is obtained as a six-dimensional spatial integral, which non-locally depends on density

Enlc [n] = 1
2 ∫r,r′

n(r) ϕ(r, r′)n(r′), (3.17)

where the interaction kernel ϕ(r, r′) represents the non-local coupling of the electron densities
at points r and r′. The full energy functional is

EvdW-DF[n] = E0[n] + Enlc [n], (3.18)

where E0 contains the semi-local exchange and local correlation. In 2014, Berland andHyldgaard
[53] developed a consistent exchange (cx) part leading to the vdW-DF-cx functional that has
been employed in the present work.

Calculations in papers I, II, and III included in the present thesis were obtained using the
PBE functional. The performance of the PBE, PBEsol, AM05 and vdW-DF-cx functionals was
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compared in paper IV, and the vdW-DF-cx functional was used for the DFT calculations of paper
V.

3.3.4 Plane wave basis sets and pseudopotentials
So far, by introducing the Kohn-Sham equations and the exchange-correlation functionals, we
have simplified the original electronic structure problem. To find a solution to the Kohn-Sham
equation, however, further considerations are required. To begin with, in practice one has to
expand the wave function in a basis set. There are different basis sets available to employ. For
crystalline systems it is natural to use plane wave basis sets, and to employ periodic boundary
conditions due to the periodic nature of the crystal.

As a result of Bloch’s theorem [54], a complete basis set is given by plane waves with wave
vectors k within the first Brillouin zone, according to

Ψn,k(r) = ∑
G

cn,k+G ei(k+G).r. (3.19)

Here, the sum is over all reciprocal lattice vectors G, and n is the index of the eigensolutions
and corresponds to different bands. Since in theory there is an infinite set ofG vectors, the sum
is truncated in practice by choosing a cut-off energy Ecut, which limits the number of G vectors
according to 1/2|k+G|2 < Ecut. For perfect crystalline systems, this approach is ideal since for
representing properties of an infinite piece of material, primitive unit cells suffice.

While using a plane wave basis set simplifies the problem, the downside of this approach
is that the sum converges very slowly for rapidly varying wave functions close to the nuclei.
Core electrons, however, do not actively contribute to chemical bonding and as a result can
be treated differently. It is therefore common to only include the valence electrons in DFT
calculations. The potential of a nucleus is then replaced with an effective potential referred
to as a pseudopotential, which includes the combined potential of nucleus and core electrons.
The pseudopotential is constructed in a way that it produces a smooth function within the core
region, which requires a lower cut off energy, while it reproduces the all-electron wave function
outside the core region.

Employing pseudopotentials allows for density functional theory calculations to be performed
with greater computational efficiency. Common schemes include norm-conserving pseudopo-
tentials [55], ultrasoft pseudopotentials [56], and the projected augmented wave method (PAW)
[57]. The latter has been employed for all DFT calculations in the present work.

3.4 Convergence considerations for point defects
calculations

3.4.1 Size dependence
As seen in the previous section, the use of plane wave basis sets imposes periodic boundary con-
ditions on the system. As long as the system has translational symmetry, this is not problematic.



3.4. Convergence considerations for point defects calculations

7.8

8.1

8.4

8.7

0.00 0.01 0.02

∞ 250 128 54

F
o
rm

a
ti
o
n
 e

n
e
rg

y
 (

e
V

)

Inverse system size

System size

Ti 〈110〉 dumbbell

Ti 〈111〉 dumbbell

Ti bridge interstitial

Figure 3.1: Finite size scaling of formation energies of Ti interstitial defects.

Introducing a defect into the system, however, breaks the symmetry and therefore modeling the
system with periodic boundary conditions results in periodic repetition of the defects.

The most widely used methodology to describe defects in the dilute limit is the supercell
approach, in which a larger cell, termed a supercell, containing the defect is constructed. If
the supercell is not large enough, the defect will however interact with its neighboring defects
because of the periodic boundary conditions, which introduces the so-called finite-size errors.

The simplest way to solve this problem is to study the convergence with respect to supercell
size. When the property in question no longer changes with size, one therefore obtains the
result for an isolated defect and the errors due to defect interactions are negligible. For point
defects, there have been different studies in order to find a general expression for the error
introduced by defect self interaction. The error has been shown to arise from two sources
namely elastic and electrostatic interactions.

In the present thesis where the focus is on uncharged point defects, the dominant defect-
defect interactions are elastic in nature. Elastic interactions arise from the fact that ions sur-
rounding the defect will relax to lattice sites other than their pure equilibrium positions when
the defect is introduced, resulting in lattice distortion. For a cubic supercell with size L, the
elastic interaction scales with the inverse volume, L−3.

In Fig. 3.1, finite size scaling of the formation energies1 of Ti interstitial defects is presented,
which clearly exhibit an inverse linear behavior with respect to volume. Relevant interstitial
configurations are shown in Fig. 3.2. Smaller cells than the ones included here (e.g., a 2×2×2
16-atom cell) deviate from the inverse linear behavior because of the non-linear contributions
associated with interacting defect cores.

1See Subsection 3.5.1 for the description of formation energies.
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Figure 3.2: Representative configurations of (a) bridge, (b) ⟨110⟩ dumbbell, and (c) ⟨111⟩
dumbbell interstitial defects. The figure shows a slice parallel to a {110} plane of the
structure. Small (blue) spheres indicate tungsten atoms whereas large (gray) spheres
indicate alloying elements (like Ti) in the case of extrinsic and tungsten atoms in the
case of intrinsic defects. Thicker (yellow) cylinders indicate bond lengths shorter than
2.3 Å whereas thinner (gray) cylinders indicate bond lengths shorter than 2.5 Å.

3.4.2 Brillouin zone sampling
The next source of error when calculating defects energetics using the supercell approach is
related to the sampling of the Brillouin zone via a discrete k-point mesh. This aspect, which is
more significant in metals, results from the fact that defects in materials act as perturbations,
which can cause long-range oscillations in the electronic structure (Friedel oscillations). To
capture these oscillations it is not uncommon that one requires a denser k-point mesh than for
the corresponding defect free system.

I have studied the effect of Brillouin zone sampling for vacancies, substitutional and intersti-
tial atoms and the results are presented in Fig. 3.3. For the tungsten vacancy one can clearly see
that for a 250-atom cell (5×5×5 conventional unit cells) at least a 5×5×5 Monkhorst-Pack mesh
is required in order to converge the formation energy to better than 0.1 eV. In the case of in-
terstitials, which are also strong perturbation centers, the formation energies exhibit a slightly
smaller yet still pronounced variation than for the vacancy as illustrated in Fig. 3.3 (c). Finally
for substitutional defects the effect is rather weak as shown for substitutional Ti in Fig. 3.3 (b).

3.4.3 Semicore states
In the present thesis, point defects in tungsten are studied extensively. For self-interstitial atom
in tungsten, it has been argued that the inclusion of semicore states, specifically W-5p states,
in the pseudopotential or PAW data set is important to correctly describe the formation ener-
gies [58, 59]. This is reasonable as interstitial configurations involve very short interatomic
distances and can therefore be sensitive to the core radius of the pseudopotential/PAW data set.

To quantify the effect of including semicore states, in paper I, I carried out a systematic
analysis for Ti, V, Zr, Nb, Hf, Ta, and Re defects in tungsten. Our results showed that the effect
of semicore states varies for different defects and elements. For instance substitutional defects
are influenced negligibly with the exception of V and possibly Zr. Interstitial defects energetics
are generally affected more compared to substitutionals, however, the effect ranges from almost
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and (c) Ti bridge interstitial with k-point density for different system sizes.

zero (Zr, Nb) to 0.5 eV and above (Ti, V, Ta). The effect of including semicore states is typically
larger for ⟨110⟩ interstitials, which have the shortest interatomic separation, than for ⟨111⟩ and
bridge interstitial configurations.

This study furthermore showed that the effect of semicore states is only weakly dependent
by Brillouin zone sampling and system size. As the computational effort increases significantly
due to approximately twice as many electrons in the calculation, the results in the present thesis
are obtained not including the semicore states, unless specified otherwise.

3.5 Point defects thermodynamics
3.5.1 Defect formation energies
Defect formation in materials is associated with a change in the Gibbs free energy. The Gibbs
free energy of formation is a central property for describing the thermodynamics of a defect in
the system and is expressed as

ΔGf = ΔEf + pΔVf − TΔSf . (3.20)

The formation free energy is the difference in the free energy of the structure before and after
the defect is created. In this process some of the atomic bonds are stretched or broken leading
to a change in energy. The formation free energy of a defect is calculated as

Gf = G defect − G ideal − ∑Δni μi, (3.21)

whereG defect is the free energy of the defective system andG ideal is the free energy of the perfect
reference cell. The variation of the formation free energy with the chemical environment is
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given by the last term in Eq. (3.21), which involves the chemical potentials of the constituents.
The difference between the number of atoms of type i in the reference cell and the defective cell
is denoted by Δni , where positive and negative values correspond to the addition and removal
of an atom relative to the ideal cell, respectively. Here, we take the chemical potential μi of each
constituent to be identical to its cohesive energy per atom [60].

For a system in thermal equilibrium, the free energy of the system is minimum, and the dilute
limit concentration of the defects is related to the formation free energy via

c = c 0 exp (−
ΔGf

kB T
), (3.22)

where c is the equilibrium concentration of the defects, c 0 is the concentration of available
defect sites, kB is the Boltzmann’s constant, and T is the temperature.

3.5.2 Formation volume tensors
A defect can affect other point as well as line defects (dislocations) either via a direct “chemical”
interaction or via long-range elastic interactions. The strain field can modify the saddle points
during point defect migration [61]. Similarly, it can affect the barriers for dislocation kink
nucleation and growth and thereby affect the plastic behavior [62].

Formation volumes quantify the induced strain in terms of linear elasticity theory and the for-
mation volume tensors provide additional information concerning the orientation and anisotropy
of the strain field.

Given the cell metrics of the ideal supercell L0 and the fully relaxed supercell containing the
defect L, the formation volume tensor can be obtained from the relation [63, 64]

vf = det(L0) ln (L−1
0 L)

≃ det(L0)(L − L0)L−1
0 . (3.23)

The formation volume equals one third of the trace of the formation volume tensor. By diago-
nalizing the formation volume tensor one obtains the orientation and the strength of the strain
field. The former is specified by the eigenvectors whereas the latter is related to the magnitude
of the eigenvalues. In particular, in Paper I, we considered the anisotropy defined as the ratio
of the largest to the smallest eigenvalue.

3.5.3 Defect kinetics
The migration processes of atoms in solids can be described as a sequence of jumps between
neighbouring stable sites. In this description the migrating particle spends the majority of the
time residing in a potential well, corresponding to a stable position. Collective vibrations of the
system can be interpreted as attempts of the particle to break out of the well. If the temperature
of the material is sufficiently high, the particle will occasionally succeed crossing a potential
barrier and end up in the well corresponding to a neighboring site, see Fig. 3.4.
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Fick’s first law of diffusion provides a representation of diffusion processes

Ji = −Di ∇ci (3.24)

in which, Ji is the flux of atoms meaning the number of atoms of kind i passing the unit area
perpendicular to the direction of J per unit time. D is the diffusion coefficient, and ∇ci is the
concentration gradient of atom type i.

Fick’s second law of diffusion provides a more complete description of the process by pre-
senting the evolution of concentration with time

𝜕ci
𝜕t

= ∇(Di ∇ci). (3.25)

Here Di, as the diffusion coefficient of atom type i, can be described by Arrhenius formula

Di = Di 0 exp(−Em/kBT). (3.26)

The pre-exponential factor Di 0 is related to the lattice geometry and can be obtained by phonon
calculations. Em is the migration energy, which is required for the migrating species to move
from the initial potential well to the next one, see Fig. 3.4, [65].

Diffusion can be altered by other processes in the system like interactions between defects
and impurities. Such interactions can slow down the mobility of the defect if for instance it
becomes trapped by the impurity atom. The binding energy between impurity and point defect
is a key factor in understanding defect and solute atom migration.

In the present work, various binding energies are calculated for different types of point de-
fects and impurities. For example the binding energy between impurity and self-interstitial is
defined as the difference between the formation energy of mixed-interstitial and the sum of the
formation energies of self-interstitial and substitutional defects

Eb
X = Ef([X − W])W − Ef([W − W])W − Ef(X)W. (3.27)

Note that by this definition, negative (positive) binding energies imply attractive (repulsive)
interactions between the defects.

3.5.3.1 Nudged elastic band method
The Nudged elastic band (NEB) is a method to calculate the migration energy. It is an efficient
method for finding the minimum energy path (MEP), and the saddle point of the potential
energy surface between initial and final configurations of a transition such as chemical reactions
and diffusion processes in solids [66].

The method works by minimizing the energy of a number of intermediate images along the
MEP. The energy of each image is optimized in a way that all the neighboring images in this
string of atoms maintain approximately equal spacing. To achieve this constrained optimiza-
tion, only the perpendicular component of the true force and the parallel component of spring
force are included. The saddle point corresponding to the highest energy along the path repre-
sents the activation energy barrier. This barrier enables estimating transition rates within the
harmonic transition state theory [67].
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It is important to make sure that the actual saddle point is found, therefore one of the images
is made to climb up along the elastic band to converge on the saddle point. This modification
is considered in the climbing image NEB (CI-NEB) method [68], which is employed in the cal-
culations of this thesis.

3.6 Atomic scale modeling of alloys
The alloy cluster expansions (CE) approach is a powerful technique for computing thermody-
namic properties in multicomponent systems. It is used extensively to determine the energy as
a function of different arrangement of atoms over lattice sites. For this purpose a set of config-
urations is constructed and subsequently used for training the CE. The CE can be subsequently
sampled using Monte Carlo (MC) simulations, which enables one to predict, e.g, alloy phase
diagrams.

3.6.1 Alloy cluster expansions
An alloy cluster expansion (CE) can be regarded as a generalized Ising model. In atomic scale
modeling of alloys, one is usually interested in configurations corresponding to a distribution
of M different species over N sites. Each configuration can be described by a vector σ and a
property Q of the system can be expressed as [69]

Q = ∑
α

mα Jα ⟨Γα(σ)⟩α, (3.28)

where α and mα denote a symmetricallu unique cluster and its multiplicity, respectively. The
coefficients Jα are referred to as effective cluster interactions (ECIs), and Γα′ are cluster functions,
which represent the probability of finding cluster α in configuration σ. The last term in the above
expression represents the average over all symmetry equivalent cluster functions and the sum
runs over all symmetrically distinct clusters (points, pairs, triplets, quadruplets, etc.) [69, 70, 71].
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When all clusters α are considered in the sum, Eq. (3.28) is exact [72]. In practice, however,
the sum can be truncated due to the fact that interactions decay quickly with distance. ECIs are
the unknown quantities of a CE and can be determined by fitting to the energy of a number of
configurations obtained through first-principles calculations. The process of CE construction
employed in paper V is described in details in the following subsection.

3.6.2 CE construction
In order to determine a certain property of a system, first a suitable set of structures should be
selected for training and validation. The most simple way to perform this selection is to ran-
domly choose the structures. This can be done by creating a supercell based on a primitive cell,
and decorating it with A and B atoms. The energies of these configurations are then calculated
using density functional theory.

However, this is not generally the optimum approach for generating structures, as random
structures may fail to sample important parts of configuration space. In particular for larger
cells, the probability of e.g., ordered configurations to occur decreases quickly with size.

Instead of randomly selecting the structures, a better approach is to perform a systematic
structure enumeration. In this case, one can first start with creating all possible structures that
have 2 atoms per unit cell, and then continue with creating all the different structures that
contain 3, 4, 5 and more atoms in the unit cell. By increasing the size of the cell the number of
structures, which are generated becomes larger. For our calculations, structures up to 12 atoms
per unit cell were included, resulting in pools of 10850 structures for BCC and 5777 structures
for HCP.

When the structures are selected, the next step is to train the CE to match as closely as possi-
ble a series of first-principles calculations. In order to perform such training, structures can be
selected randomly from the set. An alternative, more refined approach compared to the random
approach is to calculate all the cluster vectors for all the structures in the selection database and
then pick them such that these cluster vectors are as orthogonal to each other as possible. One
way of achieving that is to choose the cluster vectors to all lie on a hypersphere [73]. For the
calculations in the present thesis a random selection has been performed.

In order to train a CE, a linear algebra problem of the following form should be solved

Π̄J = Q, (3.29)

where Π̄ is called the sampling matrix, which is obtained by stacking the vectors that represent
the clusters present in each structure of the training set, i.e. ⟨Γα(σ)⟩α in Eq. (3.28), J represents
ECIs, and Q is the vector of target properties of interest, such as energy.

If the CEs are constructed conventionally, the number of elements in Q is much larger than
the number of ECIs. The set of equations is thus overdetermined. The optimal set of ECIs
for fixed training set and cluster function basis is then obtained by minimizing the l2-norm of
Π̄J − Q

Jopt = argmin
J {|| Π̄J − Q ||2} . (3.30)
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A series of CEs corresponding to different basis set choices are then generated using common
algorithms [69]. By comparing the performance of each CE by means of its Cross Validation
Score (CVS) the best performing CE is selected.

An alternative approach is to solve an underdetermined problem, where the number of struc-
tures available for fitting in Q is much smaller than the number of ECIs, and the solution ob-
tained is consequently not unique. This alternative approach, which offers considerable advan-
tages with regard to accuracy, transferability as well as efficiency, is based on the compressive
sensing (CS) technique [74]. There are different algorithms to solve compressing sensing prob-
lems like LASSO (least absolute shrinkage and selection operator) and split-Bregman. The latter
is the algorithm used in our calculations to find the ECIs.

When a fit has been performed it should be validated so that the ECIs are actually useful.
To evaluate a CE a Cross Validation Score (CVS) can be used. The simplest form is the Leave-
One-Out (LOO) CVS. Another way of evaluation the parameters used for the fitting algorithm is
called sampling. By sampling, one samplesmany different choices on the training and validation
set, and then takes an average over the root mean square errors of the validation sets.

After training and validation are done, it is time for the analysis of the results. For our cal-
culations we analyzed average and standard deviation of the mixing energy vs concentration
over the set of CEs that was obtained.

To obtain the final CE, the ECIs were averaged, after which clusters were removed for which
the average ECI was smaller than half the standard deviation. In this fashion, statistically in-
significant CEs were removed, leading to a smaller CE.

3.6.3 Monte-Carlo simulations
Once the CE is found to be satisfactory, the configuration space can be sampled using Monte
Carlo (MC) simulations. In order to determine thermodynamic properties of alloys, a conve-
nient way is to sample the semigrand canonical ensemble when performing a MC simulation.
The semigrand canonical ensemble is defined as an intermediate between the canonical and
grand canonical ensembles, in which the total number of particles and the difference in chemi-
cal potential of the species are fixed, i.e. Ntot,Δμ, V, and T are constant. It is straightforward to
calculate the free energy from Δμ and c in this ensemble, however it has a major disadvantage
when it comes to alloys with constituents that do not mix in all concentrations (immiscible sys-
tems). Since sampling of the free energy landscape inside the miscibility gap is not possible. For
analyzing the W-Ti phase diagram in Paper V, we, however, require the free energy landscape
for BCC and HCP phases as a continuous function of composition. This prevents us from using
the semi-grand canonical (SGC) ensemble since it does not allow sampling multiphase regions,
which are present for both BCC and HCP lattices.

To overcome this limitation the variance-constrained semigrand canonical (VCSGC) ensem-
ble, has been proposed. This approach includes an additional term in the partition function
that effectively imposes a constraint on the fluctuations of the concentration, which diverge
in multi-phase regions. The VCSGC ensemble is sampled by randomly selecting a site in the
system, swapping its chemical identity, and accepting this trial move with probability [75]
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Figure 3.5: Tungsten concentration vs. ϕ parameter for BCC phase at temperatures
600 K and 800K. Figure is generated from the calculations of the present work.

𝒫 = min[exp[ − βΔE − κΔNB (ϕ + ΔNB/N + 2NB/N)]].

Here, ΔE is the energy change associated with the move, ΔNB is the change in the number of
particles of type B, N is the total number of sites (atoms) in the simulation cell, and ϕ and κ are
the average and variance constraint parameters.

In several previous works, it has been shown that the variance constraint parameter κ can
be chosen from a rather wide range, typically 100 ≲ κ ≲ 1000. It must be chosen large enough
to stabilize the system inside the miscibility gap and small enough not to affect the acceptance
rate too negatively. The precise value for κ is, however, not very critical and values between 100
and ≲ 500 have been found to work regardless of the system. The average constraint parameter
ϕ can then be varied in steps of 0.02 from −2.2 to 0.2 to sample the entire concentration range.
Figure 3.5 shows tungsten concentration vs. ϕ parameter for BCC phase at temperatures 600 K
and 1400 K.

In the VCSGC ensemble the first derivative of the free energy is related to the (ensemble)
average of the concentration ⟨cB⟩ = ⟨NB⟩ /N,

β𝜕ΔF/𝜕c = κ (ϕ + 2 ⟨cB⟩) , (3.31)

which allows one to obtain the free energy of mixing.
From Eq. (3.31) one can obtain the first derivative of the mixing free energy with respect

to concentration. Here, 𝜕ΔF/𝜕c ≃ 𝜕ΔG/𝜕c, since the volume-pressure term is small (In our
calculations, ionic and cell relaxations are implicitly included in the ECIs.). For a binary alloy,
𝜕ΔG/𝜕c corresponds to the chemical potential difference between the two species, see Fig. 3.6 (a).
Chemical potential difference can be further integrated using for example the trapezoidal rule,
to yield the mixing free energy. In order to construct the free energy landscape, all different
phases of the system (stable and metastable) should be considered.
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Figure 3.6: Schematic illustration of the steps for a phase diagram construction, for a
binary system with a miscibility gap. General steps include (a) extracting the chemical
potential difference vs. concentration, (b) constructing the convex hull of the mixing
free energies, and (c) constructing the temperature-concentration phase diagram. A
certain temperature corresponding to the convex hull shown in (b) is marked using
orange dots in the phase diagram in (c).

After having determined the free energies of all phases (like BCC and HCP phases for the
W-Ti system), one can construct the full temperature, composition, and structure dependent
free energy landscape, from which the phase diagram can be extracted. To this end, the free
energies for the different phases should be combined to construct a convex hull. Fig 3.6 (b)
shows the mixing energy of two phases of a system at a certain temperature, for which the
convex hull is constructed and shown with a dashed red line. The convex hull is then obtained
for a temperature range and will be used to construct a temperature vs. concentration phase
diagram, see Fig 3.6 (c). A certain temperature corresponding to the convex hull shown in
Fig. 3.6 (b) is marked using orange dots in the phase diagram in Fig. 3.6 (c).



4
Results and conclusion

4.1 Point defects and radiation-induced
precipitation

Tungsten is a prime candidate for applications in fusion reactors as a first wall material, thus
understanding its behavior under irradiation is crucial. It has been observed that needle-shaped
Re-precipitates are formed in W and W–Re alloys under irradiation, at Re concentrations well
below the solubility limit [76]. Formation of such precipitates can alter the mechanical proper-
ties of tungsten and can lead to alloy hardening and thermal conductivity losses [76, 77].

In papers I-III, we conducted a study in order to understand the mechanisms by which,
nonequilibrium clusters of solute atoms are formed under irradiation. I started this study by
calculating the basic properties of individual mixed-interstitials and further extended the study
to di-interstitials and their interactions. For higher concentrations, defects mixing energies in
tungsten were studied as well. We also determined the energy landscape for interstitial and
vacancy diffusion. Using all these information, our collaborators constructed a kinetic Monte
Carlo (kMC) model. This model provides a quantitative description of processes that are im-
portant for the actual irradiation process in terms of the formation of Re precipitates. Results
from these three papers show that there are different regimes during formation and evalua-
tion of these precipitates. Besides the vacancy drag mechanism, interstitials also contribute to
cluster formation while the mutual coupling of these fluxes is responsible for the initial defect
accumulation.

4.1.1 Paper I
In paper I, by means of first-principles atomistic methods based on density functional theory
(DFT), an extensive convergence study was performed first, to understand the effect of Brillouin
zone sampling, size dependence, and semicore states on defect energetics. The results were
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Figure 4.1: Binding energies between self-interstitial atoms and substitutional solute
atoms relative to the respective most stable mixed-interstitial configuration. The figure
is from paper I of the present thesis [78].

further used to calculate the properties of a number of solute atoms in tungsten in the dilute
limit.

Interstitial defects possess positive large formation energies and are practically absent in equi-
librium. They are, however, important under reactor relevant conditions. Mixed-interstitials
are formed under irradiation after self-interstitial atoms (SIAs) diffuse through the lattice and
become trapped by solute atoms. The binding energy was found to be very strong (∼-0.6 to -1.8
eV) for Re, Ti, and V, indicating that thermal de-trapping was unlikely, see Fig. 4.1. Such inter-
actions are important for materials under irradiation as they cause a reduction in interstitials
mobility, which can accelerate damage build-up. Trapping is a precursor to segregation and
may eventually lead to solute precipitation.

In addition to trapping, Re, Ti, and V mixed-interstitials were found to exhibit a pronounced
anisotropy1 in the defect formation volume tensor and possess not only strong but very anisotropic
strain fields. The highly anisotropic nature of these interstitials further raise the question of pos-
sible defect-defect interactions especially at high concentrations. Such interactions may lead to
the creation of separated phases in the material, which will eventually influence, for example
the mechanical properties. In the next step, I therefore focused on understanding defect-defect
interactions.

1Anisotropy is quantified by the ratio between the largest and smallest eigenvalues of the formation
volume tensor.
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interaction between two substitutional extrinsic atoms referred to the most strongly
bound configuration. The figure is from paper II of the present thesis [79].

4.1.2 Paper II
In paper II, the behavior of di-interstitial was investigated considering Re, Ti, and V mixed-
interstitials. We demonstrated that these mixed-interstitials are strongly attracted to each other
with binding energies of several eV, see Fig 4.2.

We found that after mixed-interstitials were formed due to trapping, they were able to dif-
fuse further via low-energy rotations and translations while dragging the solute atom along.
Our results showed that a mobile mixed-interstitial atom could further meet another mixed-
interstitial, bind strongly and become aligned. Throughout such a process, mixed-interstitials,
via a 3D diffusion mechanism, can effectively transport solutes over long distances and, consid-
ering the large binding energy between di-interstitials, this could eventually result in cluster-
ing. These mixed di-interstitials are kinetically very stable due to their strong binding energies,
which makes them preferential sites for more defect absorption. While additional interstitials
approaching these small clusters may not be initially aligned, they are energetically favored
to again rotate into alignment, increasing cluster size and forming a precipitate nucleus via
interstitial accumulation.

To provide more evidence for the tendency of the system for interstitial agglomeration, I
calculated the mixing energy of the defects. The mixing energy for interstitials is found to
be positive and concentration dependent. It was shown to feature a maximum at about 15%
and approach zero at approximately 30%. This suggests that if the concentration of mixed-
interstitials reaches a concentration of ≳ 30%, the structure becomes (locally) unstable and can
transit into substitutional configurations.

The mechanism described above cannot on its own account for the radiation-induced precip-
itation observed in W–Re alloys since, e.g. in the real system vacancy migration will play a role.
In paper III we extended our study by implementing the energetics and mechanisms presented
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Figure 4.3: Evolution of the differential SRO during the nucleation and growth in the
kMC simulations. The figure is from paper III of the present thesis [80].

here into a kMC model enabling us to suggest a more comprehensive mechanism for formation
of Re precipitates in tungsten.

4.1.3 Paper III
In paper III, we investigated the mechanism that governs the formation of Re-rich clusters in
tungsten. Such clusters are formed under high-temperature, high-dose neutron irradiation, at
concentrations well below the solubility limit. Theymay eventually transform into brittleW–Re
intermetallic phases, which can lead to high levels of hardening and thermal conductivity losses.
Understanding the mechanism by which nonequilibrium clusters are formed under irradiation
is crucial for predicting materials degradation and devise mitigation strategies. To this end, I
carried out DFT calculations for theW–Re system and characterized the landscape for diffusion.
My results were subsequently used by collaborators to parametrize a kMC model.

On the basis of our results, the sequence of events that leads to the formation of Re-rich pre-
cipitates in irradiated W–2Re (at%) alloys was found to be as follows. The process starts with
inserting a Frenkel pair in the system, and after which interstitial and vacancy diffuse around.
Interstitials perform a one dimensional (1D) diffusion in the system until they encounter an
impurity atom, bind and form a mixed-interstitial. At this point interstitials are capable of
transporting solute atoms in three dimensions (3D). Mixed-interstitial migration continues un-
til mixed-interstitials encounter more impurities and become trapped. These solute–mixed-
interstitials are now firmly bound and effectively immobile.

Vacancies also diffuse, eventually become trapped, and form small Re-vacancy complexes.
These Re-vacancy complexes continue to grow. At high temperatures, however, vacancies can
de-trap and continue migrating until they find immobilized interstitials and become trapped
forming another small V-Re cluster. Throughout this process, both mixed-interstitial and va-
cancy hops contribute to an increasing SRO parameter, see Fig. 4.3.
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Eventually one Re cluster grows larger than the rest, due to natural fluctuations. At this point
the probability of vacancy–mixed-interstitial annihilation increases and the cluster growth con-
tinues by attraction of mixed-dumbbells. At this stage, vacancies reverse their role as solute-
atom ‘hinges’ and begin to contribute to cluster dissolution. The differential SRO parameter
decreases and becomes negative at this point, see Fig. 4.3.

While the precipitate continues to be the main pole of attraction for vacancy-interstitial re-
combinations, the system reaches a saturation point where most of the solute is consumed and
the cluster stops further growth. In the absence of sinks or other precipitates, the existing clus-
ter is the only focus of solute agglomeration, which allows it grow to its maximum possible size
considering the Re content. During this saturation step the total differential SRO parameter
flattens out, see Fig. 4.3. If there are competing solute sinks in the system, it is expected that
the size of the precipitate would be comparably smaller or it is less solute-dense internally.

4.2 Description of thermophysical properties in
density functional theory

4.2.1 Paper IV

I conducted my earlier calculations (Papers I-III) using the GGA functional PBE [48]. PBE is
one of the most successful general-purpose functionals for systems with dense electron distri-
butions like hard materials and metals. The accuracy of PBE, however, is limited as it, e.g.,
systematically overestimates lattice constants and usually underestimates the mechanical stiff-
ness (elastic constants).

In paper IV, I therefore compared the performance of a number of commonly used constraint-
based exchange-correlation functionals and studied structural and thermophysical properties
of non-magnetic transition metal elements. Compared to other assessments, I specifically in-
cluded vibrational effects, which are much expensive to evaluate but provide a more rigorous
benchmark than energies alone.

Specifically I focused on constraint-based functionals and considered the new consistent-
exchange van der Waals density functional version vdW-DF-cx, the semi-local PBE and PBEsol
functionals as well as the AM05 meta-functional. Using the quasi-harmonic approximation,
structural parameters, elastic response, and thermal expansion at finite temperatures were com-
puted and compared to experimental data. I also computed cohesive energies explicitly includ-
ing zero-point vibrations.

It was shown that overall vdW-DF-cx provides an accurate description of thermophysical
properties and retains a level of transferability and accuracy that is at least comparable and
usually better than the other functionals considered in this study. This demonstrates that vdW-
DF-cx has general-purpose character and can be used to study systems that have both sparse
and dense electron distributions.
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Figure 4.4: Performance of different constraint-based exchange-correlation functionals.
Errors on the y-axis represent the mean average percentage errors (MAPEs), which
were computed with regard to thermophysical properties measured at 300 K, with the
exception of the cohesive energy, for which zero K values are compared. Standard
deviations of the distribution of errors for each property and functionals are shown as
black error bars. The figure is from paper IV of the present thesis [81].

4.3 W–Ti phase diagram

My prior calculations on different alloys suggested to take a closer look at W–Ti system. In
paper I, the Ti substitutional formation energy was found to be negative indicating a tendency
to form a solid solution with tungsten. In paper II, I showed furthermore that the mixing energy
for the BCC solution is negative, which could result in an extended miscibility range. It was
furthermore demonstrated that the W–Ti system exhibits a balance between HCP and BCC in
terms of elemental reference structures and their energetics compared to W–V and W–Re sys-
tems. In addition, due to experimental difficulties, the existing low temperature phase diagrams
of W–Ti system are based on a sparse set of data, which motivated a further investigation of
this system.

In paper V, we established the low-temperature behavior of the W–Ti system especially on
the W-rich side and showed that the asymmetric solubility results from the balance of stable
and metastable lattice structures.
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The figure is from paper V of the present thesis [82].

4.3.1 Paper V
Phase diagrams for the multi-component systems are very important since they represent cru-
cial information for understanding and designing materials. They are, however, very time con-
suming to assess experimentally. In this work, we focused on the W–Ti binary alloys. For the
W–Ti system, because of the high melting point of tungsten and the accompanying slow kinet-
ics, the systematic exploration of the phase diagram, in particular on the W-rich side, has been
very cumbersome. Since experimental data points for tungsten concentrations ≳ 30% are only
available down to 1473 K, the W–Ti system had been assessed using rather severe assumptions
and need to be readdressed [83, 84, 85, 86, 87].

Using computational methods, the phase diagram of a binary alloy can be derived theoret-
ically. In this regard, the type of interactions between the species in the system should be
considered. If the interaction between the two constituents is repulsive (attractive) the system
shows positive (negative) mixing energy. This interaction between the constituents is usually
symmetric, in the sense that if A dissolves in B, so does B in A. One exception from this be-
havior is the Fe-Cr system, which has probably been studied the most extensively due to its
technological importance. In the Fe–Cr system, Cr has been shown to be more soluble in Fe-
rich side. The mixing energy goes through a sign inversion and the system features a broad
miscibility gap. As a result of sign inversion in the mixing energy, the phase diagram is very
asymmetric with a large solubility on the Fe-rich and a very small solubility on the Cr-rich side.
This behavior, which at first sight might be unexpected given a very small size mismatch and
identical lattice structures, can be rationalized in terms of the magnetic structure with Fe and
Cr preferring ferro and antiferromagnetic ordering, respectively [88, 89, 90].
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Figure 4.6: Schematic illustration of mixing energies for BCC structures of W–V, W–Ti,
and W–Re based on data from paper II [79]. In the case of the latter two alloys, the
energy offset in the Ti/Re-rich limit represents the HCP-BCC energy difference. The
figure illustrate that the occurrence of a finite solubility at zero temperature in the case
of W–Ti is the result of a combination of a negative mixing energy on the BCC lattice
and not-too-large HCP-BCC energy difference.

In paper V, we showed that the phase diagram of W–Ti system was also strongly asymmetric
for a different reason. In the non-magnetic W–Ti alloy, asymmetric phase diagram was found
to emerge as a result of an asymmetry in lattice structures and their energetics.

TheW–Ti binary alloy, at ambient conditions, comprises two different crystallographic phases,
a BCC phase and a HCP one. The BCC phase is the most stable phase in the W-rich limit for
low temperatures up to the melting point. The HCP phase prevails in the Ti-rich limit up to
moderately high temperatures. In paper V, the mixing energies on both the BCC and HCP
lattices were described using lattice models, specifically alloy cluster expansions (CEs). The
CEs were sampled using Monte Carlo (MC) simulations in the variance constrained semi-grand
canonical (VCSGC) ensemble, and thermodynamic data for the pure elements were taken from
Ref. [91].

We demonstrated that the mixing energy on the BCC lattice is actually negative. This is in
contrast to previous thermodynamic assessments based on experimental data, which have as-
sumed a positive mixing energy over the entire composition range. This positive mixing energy
was then found to be important for describing the low temperature solubility limit especially
on the W-rich side. We showed that the solubility of Ti in W exceeds 20% down to zero temper-
ature in stark contrast to previous thermodynamic assessments, while the inverse solubility is
practically zero up to the HCP-BCC transition, see Fig. 4.5.

We concluded that such asymmetry in the phase diagram of the W–Ti system can be traced
to the energy balance between BCC and HCP structures, which are stable and metastable, re-
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spectively, on opposite ends of the phase diagram. It is important to note that while the low
temperature regions of the phase diagrams of refractory metals are exceedingly difficult to sam-
ple in equilibrium, they are nonetheless relevant as they determine the driving forces under
extreme non-equilibrium situations such as encountered during ion irradiation.

While our findings in the present paper pertain to our understanding of the W–Ti phase
diagram, it has shown to have more general implications for alloy thermodynamics. Binary
phase diagrams of metals that exhibit strongly asymmetric solubility limits are relatively rare.
While as mentioned above in the case of the Fe–Cr system, they can arise from competing forms
of magnetic order, we showed that this effect can also be observed in non-magnetic systems as
a result of different lattice structures.

To illustrate this effect further, we considered two systems including W–V (BCC) and W–Re
(BCC and HCP) in comparison with W–Ti (Fig. 4.6; data from paper II [79]). We showed that
the W–Ti system emerges as an intermediate case compared to W–V and W–Re in terms of
elemental reference structures and their energetics. V adopts a ground state BCC lattice and
due to the difference in lattice constant at ambient conditions between W and V, the mixing
energy was shown to be slightly asymmetric yet negative throughout the entire composition
range.

As for Ti, the mixing energy of W–Re on the BCC lattice was shown to be negative but
slightly positive for HCP (Fig. 5(c) from paper II). The HCP-BCC (free) energy difference for Re
is, however, even larger than for Ti. As a result, the negative mixing energy of the BCC lattice
is shifted upward such that the solubility of Re in BCC-W is very small and approaches zero
with vanishing temperature.

The comparison with W–V and W–Re demonstrated that the occurrence of an asymmetric
phase diagram in W–Ti is the result of a structural asymmetry on one hand and the rather
small energy difference between BCC-Ti and HCP-Ti on the other hand. In turn, this implies
that similar behavior can be expected in systems that combine different lattice structures, in
particular if they are metastable.

4.4 Conclusion and outlook
In papers I-III, I performed extensive DFT calculations, which ultimately led to the parametriza-
tion of a new model for explaining the formation of W–Re precipitates (paper III). This model
provides an improved understanding of the processes that are important for the actual irra-
diation process in terms of the formation of Re precipitates. Our results show that there are
different regimes during formation and evaluation of W–Re precipitates. Besides the vacancy
drag mechanism, interstitials also contribute to cluster formation while the mutual coupling of
these fluxes is responsible for the initial defect accumulation. Understanding the mechanisms
by which such nonequilibrium clusters form under irradiation is crucial to predict materials
degradation and devise mitigation strategies.

In paper IV, I studied structural and thermophysical properties of non-magnetic transition
metal elements employing a number of commonly used constraint-based exchange-correlation
functionals as well as the vdW-DF-cx functional. I demonstrated that the vdW-DF-cx functional
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provides an accurate description of the mentioned properties and its performance is at least
comparable and usually better than that of the commonly used exchange-correlation functionals
in the literature.

In paper V, I obtained the phase diagram of the W–Ti system and proposed a revision of the
W-rich end of the phase diagram. Specifically it was shown that the solubility of Ti in BCC-
W is much larger than predicted previously. Finally, by comparison with the W–V and W–Re
systems, I demonstrated that structural asymmetry and energy balance of stable and metastable
lattice structures are two important factors that can give rise to strongly asymmetric phase
diagrams.

First and foremost, the results presented in this thesis provide an improved understanding of
the W alloys. There are, however, still a number of areas that need to be addressed in the future.
One interesting direction is a further investigation of the plastic deformation mechanisms in
tungsten alloys. One of the concerns regarding the performance of tungsten as a structural
material in fusion reactors, is the high brittle to ductile transition temperature of tungsten. The
ductility of tungsten has been shown to be controlled by the mobility of screw dislocations and
alloying of tungsten either intentionally or via transmutation alters this behavior [15, 30]. This
area deserves to be investigated further.

Tungsten oxides are also relevant for understanding the performance tungsten in fusion re-
actors, as they are formed in the case of a breach of the reactor shell or reactor melt down. In
such situations, tungsten readily forms oxides during air ingress into the vacuum vessel [92].
Among the tungsten oxides, tungsten trioxide is known to form a porous surface layer that can-
not prevent continuous oxidation of the underlying metal. Understanding the mechanism of
oxidation and which oxides of tungsten are formed should therefore be considered in the future
work.
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a b s t r a c t

The thermodynamic properties of intrinsic and extrinsic (Ti, V, Zr, Nb, Hf, Ta, Re) defects in tungsten have
been investigated using density functional theory calculations. The formation energies of substitutional
defects are discussed with respect to their thermodynamic solubility limits. Several different interstitial
configurations have been identified as local minima on the potential energy surface. In addition to
dumbbell configurations with orientations along 〈111〉 and 〈110〉, a lower symmetry configuration is
described, which is referred to as a bridge interstitial. This interstitial type is found to be the lowest
energy configuration for mixed-interstitials containing Ti, V, and Re, and can be up to 0.2 eV lower in
energy than the other configurations. According to the calculations Ti, V and Re also trap self-interstitial
atoms, which can be produced in substantial numbers during ion irradiation, affecting the mobility of the
latter.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Tungsten alloys are considered for structural applications in
fusion reactors, especially for armor materials at the divertor and
first wall [1e4]. This interest is motivated by promising physical
properties such as high melting point, low coefficient of thermal
expansion, high thermal conductivity, and high sputtering resis-
tance. Alloy formation occurs naturally during fusion reactor
operation due to nuclear transmutation caused by high energy
neutron exposure [5]. In this fashion pure tungsten will gradually
evolve into an WeReeOseTa alloy [6]. Alloying has also been
suggested to lower the temperature range in which the fracture
mode of pure tungsten changes from ductile to brittle [7,8]. The
latter intersects with the operation temperature window of current
and future fusion reactors [2,9], which causes concern with regard
to mechanical integrity. Since alloying affects many properties of
importance including mechanical performance, thermal conduc-
tivity, as well as swelling under irradiation, it is important to
develop our understanding of tungsten alloys under the relevant
conditions [10].

With regard to applications in fusion reactors one must in

particular consider the performance of the material under ion
irradiation, which causes the localized production of lattice defects
such as vacancies and interstitials [11,12]. Whereas vacancies are
relatively immobile, interstitials in pure tungsten can migrate
extremely fast [13] allowing for efficient defect recombination,
which is a crucial factor with respect to radiation tolerance [14]. In
alloys solute atoms and interstitials can potentially bind to each
other, reducing the mobility of the latter and possibly accelerating
damage buildup compared to the pure material.

An assessment of different alloys for applications in fusion en-
vironments should thus invoke information regarding the inter-
action of intrinsic point defects, solute atoms, and dislocations. As
such information is difficult to obtain experimentally, computa-
tional modeling plays an important role in investigating the
fundamental limits of materials performance. Since the problem at
hand involves many length and time lengths, a multiscale modeling
approach must be employed. In this context, first-principles cal-
culations can provide critical microscopic parameters that cannot
be accessed otherwise. While pure tungsten has been studied
extensively, see e.g., Ref. [15], our understanding of alloy behavior is
still in its infancy. Recent first-principles calculations considered
the energetics of intrinsic defects and solute atoms for a range of
transition elements and identified chemical trends across the pe-
riodic table [16]. The migration behavior has been investigated
using a similar approach for the two dominant products of nuclear
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transmutation (Re, Os) [6]. There is also information available
regarding the interaction of substitutional Re with dislocations and
its effect on lattice expansion [17].

The objective of the present paper is to deepen our under-
standing of the interaction of alloy elements with intrinsic defects
(formation and binding energies) and to provide parameters that
characterize the elastic long-range interactions between different
defects (formation volume tensors) in particular with respect to
dislocations [17]. The focus is on refractory elements that are close
toW in the periodic table and possess a similar electronic structure.
The paper provides a careful analysis of the computational pa-
rameters that affect the convergence of the respective data. For Ti,
V, and Re, a low symmetry interstitial configuration is observed,
referred to as a bridge interstitial, which is between 0.05 and 0.2 eV
lower in energy than the commonly investigated dumbbell con-
figurations [16]. For these three elements, we also find a strong
binding to self-interstitial atoms (SIAs), on a scale which prohibits
detrapping on realistic time scales. The analysis of the formation
volume tensors reveals a very strong elastic anisotropy for the
interstitial defects, which can be expected to enhance long-range
defectedefect interaction and alignment.

2. Methodology

2.1. Computational details

Calculations were performed within density functional theory
(DFT) using the projector augmented wave (PAW) method [18,19]
as implemented in the Vienna abeinitio simulation package
[20e23]. Exchange-correlation effects were treated within the
generalized gradient approximation as parametrized by Perdew,
Burke and Ernzerhof [24] and the occupation of electronic states
was performed using the first order Methfessel-Paxton scheme
with a smearing width of 0.2 eV. Defect configurations based on
supercells with up to 250 atoms were considered corresponding to
5 � 5 � 5 repetitions of the conventional (2-atom) unit cell. For
structural optimizations the atomic coordinates as well as the cell
metric were relaxed until the atomic forces were converged to
within 20 meV/Å and the residual stresses were less than 0.2 GPa. A
plane wave energy cutoff energy of 300 eV was employed;
increasing the cutoff energy up to 500 eV led to changes in for-
mation and binding energies by less than 0.02 eV. We furthermore
carefully considered the effects of Brillouin zone sampling, super-
cell size, and semi-core states on the formation and binding en-
ergies as detailed in Sect. 3.1 below.

2.2. Thermodynamic relations

Defect formation energies were calculated using a well estab-
lished thermodynamic formalism [25] (also see Ref. [26])

Ef ¼ Edefect � Eideal �
X
i

Dnimi; (1)

where Edefect is the energy of the defective system and Eideal is the
total energy of the perfect reference cell. The variation of the for-
mation energy with the chemical environment is given by the last
term in Eq. (1), which involves the chemical potentials of the
constituents. The difference between the number of atoms of type i
in the reference cell and the defective cell is denoted by Dni, where
positive and negative values correspond to the addition and
removal of an atom relative to the ideal cell, respectively. Here, we
take the chemical potential mi of each constituent to be identical to
its cohesive energy per atom [26].

The binding energy between solute atoms and point defects is a

key factor for understanding the thermodynamic properties of al-
loys [27,28]. It is given by the difference between formation en-
ergies of the mixed-interstitial, Ef ð½X �W�ÞW, and the sum of
formation energy of the self-interstitial, Ef ð½W�W�ÞW, and sub-
stitutional configurations, Ef ðXÞW,

EbX ¼ Ef
�½X �W�W

�� Ef
�½W�W�W

�� Ef ðXWÞ: (2)

In this notation, the binding energy corresponds to the reaction
enthalpy of the quasi-chemical reaction

ðW�WÞW|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
self�interstitial

þ XW|{z}
extrinsic substitutional defect

EbX
/

ðX �WÞW|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
mixed interstitial

:

Negative binding energies thus imply an attractive interaction
between SIA and extrinsic substitutional defect.

The elastic distortion caused by a defect can be quantified by its
formation volume tensor [29e31]. It determines the long-range
elastic interaction between defects including but not limited to
point and line defects. Given the cell metrics of the ideal supercell
L0 and the fully relaxed supercell containing the defect L, the for-
mation volume tensor can be obtained from the relation [29,31].

vf ¼ detðL0Þln
�
L�1
0 L

�
zdetðL0Þ

�
L� L�1

0

�
L�1
0 : (3)

The formation volume equals one third of the trace of the for-
mation volume tensor. By diagonalizing the formation volume
tensor one obtains the orientation and the strength of the strain
field. The former is specified by the eigenvectors whereas the latter
is related to the magnitude of the eigenvalues. In particular, we
consider below the anisotropy defined here as the ratio of the
largest to the smallest eigenvalue.

3. Results and discussion

3.1. Convergence considerations

3.1.1. Brillouin zone sampling
The calculation of defect formation energies in metallic systems

via density functional theory calculations and the supercell
approach is subject to several sources of errors most importantly
the sampling of the Brillouin zone via a discrete k-point mesh, the
interaction between periodic images of the same defect, and the
treatment of semi-core states. The first aspect results from the fact
that defects in metals act as perturbations, which can cause long-
range oscillations in the electronic structure (Friedel oscillations).
To capture these oscillations it is not uncommon that one requires a
denser k-point mesh than for the corresponding defect free system.
This is illustrated in Fig. 1(a) for the W vacancy. It is apparent from
these data that even for a 250-atom cell (5 � 5 � 5 conventional
unit cells) one requires at least a 5� 5� 5Monkhorst-Pack mesh in
order to converge the formation energy to better than 0.1 eV; this is
equivalent to a 25� 25� 25meshwith respect to the primitive unit
cell. For comparison, a 15 � 15 � 15 Monkhorst-Pack is sufficient to
converge the total energy of a primitive cell to better than 1 meV/
atom. In the case of interstitials, which are also strong perturbation
centers, the formation energies exhibit a slightly smaller yet still
pronounced variation than for the vacancy as illustrated in Fig. 1(c).
Finally, for substitutional defects the effect is rather weak as shown
for substitutional Ti in Fig. 1(b). An extensive data set of calculated
formation energies provided in the appendix demonstrates that the
aforementioned effects are present for all alloying elements
considered in the present study. All formation energies discussed in
Sect. 3.2 were calculated using a 6 � 6 � 6 Monkhorst-Pack grid in

L. Gharaee, P. Erhart / Journal of Nuclear Materials 467 (2015) 448e456 449



order to minimize Brillouin zone sampling errors.

3.1.2. Size dependence
The most widely methodology to describe defects in the dilute

limit is the supercell approach, inwhich a defect is represented by a
periodic array of identical configurations. The approach has sig-
nificant computational advantages and avoids surface effects. Even
with relatively large supercells there is, however, a contribution to
the formation energy that results from the interaction of a periodic
array of elastic dipoles.1 In an elastically isotropic medium the
elastic interaction scales with the inverse volume, i.e.

Ef ðNÞzEf ðN/∞Þ þ a=V ¼ Ef ðN/∞Þ þ b=N; (4)

where a and b are constants of proportionality. This relation en-
ables one to correct for this error by finite size scaling [33,34]. This
is illustrated for Ti interstitial configurations in Fig. 1(d), which
clearly exhibits an inverse linear behavior; the interstitial config-
urations are shown in Fig. 3. Note that smaller cells than the ones
included here (e.g., a 2 � 2 � 2 16-atom cell) deviate from the in-
verse linear behavior because of non-linear contributions associ-
ated with interacting defect cores. The formation energies
discussed in Sect. 3.2 were obtained using the same finite-size
scaling approach as used in Fig. 1(d) based on the data compiled
in the appendix. The error associated with fitting the data to Eq. (4)
is 0.03 eV or less for all defect configurations.

3.1.3. Semi-core states
It is has been argued that the inclusion of semi-core states,

specifically W-5p states, in the pseudo-potential or PAW data set is
important to correctly describe the formation energies of SIAs in
tungsten [16,35]. This is reasonable as interstitial configurations
involve very short interatomic distances and are therefore more
sensitive to the core radius of the pseudo-potential/PAW data set.
To quantify these effects for the present defects, we carried out a
systematic analysis of the effect of including semi-core states. As
the computational effort increases significantly due to approxi-
mately twice as many electrons in the calculation, the bulk of this
study was restricted to 128-atom cells and a 3 � 3 � 3 Monkhorst-
Pack k-point mesh, see table in the appendix. For a selected number
of configurations including both interstitial and substitutional

defects, we also studied 250-atom cells as well as 6 � 6 � 6 k-point
grids. These data showed that the effect of semi-core states is only
weakly dependent by Brillouin zone sampling and system size.

From the data in Table 2, one can deduce that semi-core states
have a negligible influence on the formation energies of substitu-
tional defects with the exception of V and possibly Zr. The situation
is quite different in the case of the interstitial defects, for which the
effect ranges from almost zero (Zr, Nb) to 0.5 eV and above (Ti, V,
Ta). The energy shift varies between the different configurations
and in some cases changes the energetic order (Ti, V). It is typically
larger for 〈110〉 interstitials, which have the shortest interatomic
separation, than for 〈111〉 and bridge interstitial configurations.

Given the computational expense associated not only with the
treatment of semi-core states but system size and Brillouin zone
sampling, we below present formation energies that are obtained
as follows. We consider calculations that are based a 6 � 6 � 6
Monkhorst-Pack mesh and do not include semi-core states. These
data are subjected to the finite-size scaling procedure described in
Sect. 3.1.2, after which we add the shift in the formation energies
due to semi-core states that was obtained using 128-atom cells and
a 3 � 3 � 3 Monkhorst-Pack mesh. All respective formation en-
ergies are shown explicitly in Table 2. Based on the analysis in the
present section, we conservatively estimate the error in the
calculated formation energies to be about 0.1 eV for absolute
numbers and 0.05 eV for energy differences.

3.2. Formation energies

3.2.1. Substitutional defects
The formation energies for substitutional solute atoms are

compiled in Table 1 and are shown in Fig. 2. One observes that both
the elements from group 4 (V, Nb, Ta) and group 5 (Ti, Zr, Hf) exhibit
a non-monotonic variation as one passes the 3d to the 5d series.
These observations are in accord with earlier calculations [16]
although in the latter case the formation energy of Zr is slightly
negative whereas it is slightly positive in the present case. As dis-
cussed in Sect. 3.1, various sources of errors have been very carefully
considered in the present case and the full data set shown in Table 2
also shows the present data to be very consistent.

The formation energy of a substitutional defect is related to the
slope of the mixing energy curve in the dilute limit. Negative for-
mation energies therefore imply a tendency to form solid solutions
over a wide temperature range with W and additionally indicate a
tendency to form ordered phases at lower temperatures [39e41].

Fig. 1. Convergence of the formation energies of (a) vacancy, (b) Ti substitutional, (c) and Ti bridge interstitial with k-point density for different system sizes. (d) Finite size scaling of
formation energies for Ti interstitial defects. The defect configurations are schematically shown in Fig. 3. The calculations shown here did not include semi-core states.

1 In the case of semiconductors additional effects such as image charge in-
teractions and potential alignment corrections need to be taken into account [32].
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For the group 5 elements one obtains consistently negative
formation energies, which is consistent with the mixing energy
curves calculated earlier for the WeV [41], WeNb [39], and WeTa
[39,41] systems.

While in the case of the group 5 alloys all boundary phases
possess a BCC lattice structure, the situation is more complicated in
the case of the group 4 and group 7 (Re) elements, for which the
low temperature boundary phases with the exception of W adopt a
hexagonal-close packed (HCP) structure. In addition, in the case of
the group 4 elements one furthermore observes a high-
temperature BCC phase that is vibrationally stabilized, whereas it
is mechanically unstable at low temperatures.

Experimentally, it is difficult to accurately assess the phase di-
agrams of W-based alloys down to low temperatures due to the
slow kinetics of refractory systems even at relatively high tem-
peratures. As a result, most of the information available to date is
based on thermodynamic assessments, which are frequently based
on assumptions concerning the nature of the interatomic in-
teractions [42].

In the case of Ti the calculated phase diagram [42] suggests a
very extended solubility region at high-temperatures but a van-
ishing solubility as the temperature approaches zero. Barring any
experimental information for temperatures below approximately
1000 K [43], this assessment was based on the assumption that the
mixing energy is positive over the entire concentration range [42].
The present finding suggests that this assumption needs to be
revised and a better data basis is required to accurately determine

the solvus line for Ti in W. It should be noted that while this region
of the phase diagram is difficult to access by thermodynamic
equilibrium studies, it can nonetheless be relevant for the behavior
of the material under irradiation conditions as it determines the
thermodynamic driving forces.

The solubility limits of Zr [42], Hf [42] as well as Re [44] inWare
not determined by the equilibrium between W and another
elemental phase but rather several ordered structure including the
c and s phases [45]. This implies that the respective compound
formation enthalpy should be used to determine the chemical
boundary conditions that enter Eq. (1) in the form of the chemical
potentials mi. This level of analysis is beyond the scope of the pre-
sent work.

3.2.2. Interstitial defects
A systematic exploration of interstitial configurations associated

with solute atoms in BCC tungsten, revealed three distinct low
energy configurations corresponding to different local minima on
the potential energy surface; these configurations are shown in
Fig. 3. In addition to the well known 〈111〉 and 〈110〉 dumbbell
configurations [3,13,36] a third “bridge interstitial” configuration
[see Fig. 3(a)] was identified. This configuration can be understood
as a lower symmetry derivative of the 〈111〉 dumbbell configura-
tion, in which the solute atom has moved away from the 〈111〉 di-
rection along one of the three 〈211〉 directions. This results in a
bond angle with the nearest neighbors of approximately 150�

(compared to 180� in the case of the straight dumbbell interstitial).
A configuration similar to the bridge interstitial has been re-

ported for SIAs [6,35] and for the Re mixed-interstitial [6], which in
the latter reference was referred to as a 〈11h〉 interstitial. In both of
those cases the energy difference relative to the respective 〈111〉
interstitial configurations appeared to be rather small (less than
0.05 eV). In particular in the case of the SIA the energy difference
between crowdion and bridge 〈11h〉 configurations is quite sensi-
tive to supercell size and shape with the crowdion configuration
being the most stable in the limit of large defect separations [35].
We have carried out a vibrational analysis of bridge and crowdion
configurations that demonstrates the slow size convergence of the
crowdion configuration (due its strongly delocalized nature [3])
and supports the earlier analysis and conclusion [35]. In absolute
numbers our results are very close to previous calculations [36,37].

The formation energies of extrinsic interstitial configurations
are compiled in Table 1 and shown in Fig. 4. The bridge interstitial is
found to be the most stable configuration for Ti, V, and Re in-
terstitials. In the case of Zr and Hf the 〈111〉 dumbbell shows the
lowest formation energy, while for Nb and Ta the bridge and 〈111〉
dumbbell configurations are energetically practically degenerate
(yet configurationally distinct). Our finding of a bridge interstitial
for Re agrees the results presented in Ref. [6]. Note that bridge

Table 1
Formation energies and volumes of intrinsic and extrinsic point defects in tungsten.

Element Formation energies Formation volumes

Sub 〈111〉-int 〈110〉 -int bridge-int vfSub vf〈111〉 A〈111〉 vf〈110〉 A〈110〉 vfbridge Abridge

W 10.16 10.59 10.17 e 1.63 9.05 1.66 6.16 1.64 12.10
DFT [36] 9.55 9.84
DFT [37] 9.82 10.10
Expt [38]. 9.06±0.63
Ti �0.81 8.83 8.99 8.73 0.01 1.38 8.99 1.30 8.34 1.33 9.45
V �0.60 8.00 8.10 7.77 �0.18 1.21 16.37 1.19 14.93 1.20 24.37
Zr 0.07 11.21 11.74 11.21 0.28 1.85 5.18 1.83 3.35 1.85 5.62
Nb �0.32 10.22 10.74 10.19 0.12 1.73 7.42 1.74 4.44 1.73 7.49
Hf �0.20 9.99 11.53 10.14 0.25 1.86 8.25 1.64 4.96 1.85 7.04
Ta �0.47 10.34 11.01 10.33 0.06 1.70 7.58 1.67 5.48 1.69 8.03
Re 0.17 9.53 9.55 9.49 �0.02 1.56 15.25 1.63 8.72 1.60 18.68
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Fig. 2. Variation of the formation energies of substitutional defects across the periodic
table according to the present calculations as well as prior calculations by Kong et al.
[16].
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interstitial-type configurations were not considered in Ref. [16].
Furthermore, the binding of solute atoms was investigated relative
to the 〈111〉-crowdion interstitial rather than with regard to the
respective lowest energy configuration. For radiation induced
segregation and precipitation processes, however, the latter quan-
tity, which yields the thermodynamic binding energy, is the most
relevant quantity.

In contrast to the present calculations forWeV,Muzyk et al. [41]

found the 〈110〉 dumbbell interstitial to be the most stable config-
uration. The latter study, however, relied on calculations involving
only 128-atom supercells and a 3 � 3 � 3 k-point mesh. The
analysis of computational errors provided in Sect. 3.1 suggests that
these values are not fully converged.

For reference, Table 1 also contains data for SIAs, which have
been extensively described before [6,35]. The geometries and en-
ergetics obtained here agree with these earlier calculations.

Table 2
Convergence of formation energies (in units of electronvolts) of intrinsic and extrinsic point defects in tungstenwith respect to cell size, k-point sampling, and the treatment of
semi-core states. Numbers in upright format correspond to calculations, in which the semi-core states (in particular the W-5p states) were not included. By contrast, italicized
numbers show the results from calculations that did include semi-core states with numbers in brackets indicating the difference between the two types of calculations.
Additional calculations with semi-core states were carried out for selected 250-atom supercell configurations. These calculations confirmed that the shift in the formation
energies due to the neglect of semi-core states is only weakly dependent on system size. The last but one column reports the formation energies in the dilute limit from finite
size scaling using data obtained in calculations without semi-core states (w/o sc) using 6 �6 � 6 k-point grids. The final column shows these data including a semi-core
correction (w/sc) as described in Sect. 3.1.3.

Element Defect 54-atom cells (3 � 3 � 3) 128-atom cells (4 � 4 � 4) 250-atom cells (5 � 5 � 5) Extrapolated

nk 3 4 5 6 3 4 6 3 4 6 6

w/o sc w/sc diff w/o sc w/sc

self 〈110〉-int 9.21 9.83 10.15 10.49 (0.34) 10.20 10.07 10.24 10.16 10.25 10.59
〈111〉-int 8.92 9.40 9.66 9.61 9.82 10.09 (0.27) 9.88 9.71 9.96 9.73 9.87 9.89 10.16
bridge-int 8.88 9.53 9.78 10.10 (0.32) 9.84 9.69 9.88 9.79 9.85 10.17

Ti sub �0.83 �0.82 �0.72 �0.77 �0.74 �0.76 (�0.02) �0.67 �0.78 �0.75 �0.81 �0.79 �0.79 �0.81
〈110〉-int 7.66 8.12 8.30 8.94 (0.64) 8.33 8.24 8.36 8.31 8.35 8.99
〈111〉-int 7.64 8.26 8.43 8.77 (0.34) 8.50 8.36 8.56 8.46 8.49 8.83
bridge-int 7.51 8.07 8.27 8.72 (0.45) 8.31 8.18 8.32 8.24 8.28 8.73

V sub �0.44 �0.45 �0.41 �0.44 �0.42 �0.59 (�0.17) �0.38 �0.44 �0.41 �0.46 �0.43 �0.43 �0.60
〈110〉-int 6.94 7.40 7.55 8.04 (0.49) 7.60 7.52 7.63 7.82 7.61 8.10
〈111〉-int 6.87 7.49 7.65 7.95 (0.30) 7.71 7.59 7.78 7.67 7.70 8.00
bridge-int 6.70 7.24 7.41 7.76 (0.35) 7.46 7.34 7.46 7.38 7.42 7.77

Zra sub 0.08 0.09 0.19 0.14 0.17 0.11 (�0.06) 0.23 0.13 0.18 0.09 0.13 0.13 0.07
〈110〉-int 10.71 11.33 11.66 11.64 (�0.02) 11.68 11.54 11.75 11.69 11.76 11.74
〈111〉-int 10.14 10.86 11.10 11.15 (0.05) 11.18 10.98 11.27 11.13 11.16 11.21

Nb sub �0.30 �0.30 �0.27 �0.30 �0.29 �0.32 (�0.03) �0.24 �0.30 �0.27 �0.31 �0.29 �0.29 �0.32
〈110〉-int 9.71 10.33 10.67 10.64 (�0.03) 10.70 10.57 10.76 10.68 10.77 10.74
〈111〉-int 9.22 9.91 10.13 10.17 (0.04) 10.21 10.02 10.28 10.15 10.18 10.22
bridge-int 9.25 9.95 10.13 10.16 (0.03) 10.21 10.02 10.28 10.15 10.16 10.19

Hf sub �0.27 �0.25 �0.15 �0.19 �0.16 �0.16 (0.00) �0.10 �0.20 �0.17 �0.23 �0.20 �0.20 �0.20
〈110〉-int 9.98 10.52 10.78 11.47 (0.69) 10.79 10.69 10.84 10.78 10.84 11.53
〈111〉-int 9.68 10.39 9.72 10.01 (0.29) 9.80 9.59 9.80 10.10 9.71 9.99
bridge-int 8.91 9.56 9.76 10.11 (0.35) 9.85 9.65 9.88 9.77 9.79 10.14

Ta sub �0.48 �0.48 �0.45 �0.47 �0.45 �0.46 (�0.01) �0.41 �0.47 �0.45 �0.47 �0.46 �0.46 �0.47
〈110〉-int 9.53 10.12 10.42 10.90 (0.48) 10.45 10.34 10.51 10.45 10.53 11.01
〈111〉-int 9.06 9.74 9.97 10.27 (0.30) 10.04 9.86 10.11 10.01 10.04 10.34
bridge-int 9.08 9.76 9.98 10.27 (0.29) 10.05 9.86 10.12 10.02 10.04 10.33

Re sub 0.12 0.15 0.18 0.18 0.17 0.17 (0.00) 0.12 0.18 0.18 0.18 0.17 0.17 0.17
〈110〉-int 8.29 8.91 9.23 9.48 (0.25) 9.28 9.14 9.29 9.21 9.30 9.55
〈111〉-int 8.25 8.93 9.21 9.44 (0.23) 9.25 9.09 9.33 9.25 9.30 9.53
bridge-int 8.24 8.86 9.14 9.41 (0.27) 9.18 9.06 9.23 9.15 9.22 9.49

a In the case of Zr, the bridge interstitial configuration always relaxed toward the 〈111〉-int configuration regardless of system size.

Fig. 3. Representative configurations of (a) bridge, (b) 〈110〉 dumbbell, and (c) 〈111〉 dumbbell interstitial defects. The 〈111〉 crowdion configuration closely resembles the 〈111〉
dumbbell configuration with a slightly larger spacing of the defect atoms along 〈111〉 axis. The figure shows a slice parallel to a {110} plane of the structure. Small (blue) spheres
indicate tungsten atoms whereas large (gray) spheres indicate alloying elements in the case of extrinsic and tungsten atoms in the case of intrinsic defects. Thicker (yellow)
cylinders indicate bond lengths shorter than 2.3 Åwhereas thinner (gray) cylinders indicate bond lengths shorter than 2.5 Å. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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3.3. Binding energies

Interactions of impurities and alloying elements with point
defects are of great importance for materials under irradiation as
they can significantly affect the mobility of defects [4]. This can
result in segregation, precipitation and/or the formation of sec-
ondary phases at grain boundaries. To assess the tendency of
different elements to trap SIAs we have therefore calculated bind-
ing energies between impurities and interstitials. As shown in Fig. 5
negative values are obtained for Ti, V and Re interstitial configu-
rations, while for the remaining elements the binding energies are
positive.

A previous study [4] has also reported an attractive interaction
between Re and SIAs of Eb¼�0.8 eV, the orientation of the mixed-
interstitial was, however, not specified. The binding energies ob-
tained in the present study are Ebbridge ¼ �0:62 eV,
Eb〈111〉int ¼ �0:52 eV and Eb〈110〉int ¼ �0:36 eV.

The negative binding energies for Ti, V and Re, which are also
the three elements that favor bridge interstitial configurations,
imply an attractive interactions with SIAs, whence these elements
are expected to trap interstitials. The binding is very strong
(~0.6�1.8 eV) in all three cases, indicating that thermal detrapping

is unlikely. Trapping is a precursor to segregation and associated
with radiation-induced segregation and precipitation. Previous
experimental studies have confirmed radiation-induced Re pre-
cipitation in tungsten [46,47], yet no equivalent experimental data
has yet been reported for Ti and V.

SIAs travel with very highmobility along the crowdion direction
with a migration barrier on the order of a few meV (�0.046 eV)
[48]. The high diffusivity of SIAs is closely related to the effective
delocalization of the defect center and the fact that their migration
involves only small atomic displacements [3]. The strong tendency
of impurities to bind with SIAs causes the interstitial to localize and
reduces its mobility dramatically. In this context it is important to
quantify the range of the SIA-solute interaction as it provides a
measure for the effective capture radius associated with a substi-
tutional solute atom. Fig. 6 shows the formation energy of solute-
interstitial configurations as a function of the distance between
interstitial center and solute atom for the case of Ti. The data
indicate a short interaction range as binding is practically absent
outside a radius of approximately 2.5 Å, which corresponds to the
first nearest neighbor shell of the BCC lattice.

Fig. 4. Formation energy of bridge, 〈111〉 and 〈110〉 interstitials (left axis). Energy
difference between 〈111〉 and 〈110〉 dumbbell interstitials with respect to bridge
interstitial (right axis).

Fig. 5. Binding energies in units of electronvolts between self-interstitial atoms and
substitutional solute atoms relative to the respective most stable mixed-interstitial
configuration according to Eq. (2).

Fig. 6. Distance dependence of the binding energy between a self-interstitial atom
(SIA) and a Ti atom. Open and closed circles represent configurations, in which the SIA
is oriented along 〈111〉 and 〈110〉, respectively. Calculations were carried out using 128-
atom cells at constant volume.

Fig. 7. Formation volumes of intrinsic and extrinsic defects in tungsten (left axis). For
comparison the atomic radii are shown on the right axis.
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3.4. Formation volumes and formation volume tensors

A defect can affect other point as well as line defects (disloca-
tions) either via a direct “chemical” interaction or via long-range
elastic interactions. The strain field can modify the saddle points
during point defect migration [49]. Similarly, it can affect the bar-
riers for dislocation kink nucleation and growth and thereby affect
the plastic behavior of the materials [17]. Formation volumes
quantify the induced strain in terms of linear elasticity theory; the
formation volume tensors provide additional information con-
cerning the orientation and anisotropy of the strain field.

From constant pressure calculations we obtain the change in cell

shape due to defect formation L�L0, fromwhich one readily obtains
the formation volume tensor vf using Eq. (3). All solute atoms are
associated with a symmetric lattice relaxation whence the forma-
tion volume tensor is simply vf ¼ vfI, where vf ¼ (1/3)Trvf is the
formation volume. The values are compiled in Table 1 and Fig. 7,
which shows that the formation volumes closely correlate with the
atomic radii.

In the case of interstitial defects the formation volume tensor
reflects the orientation of the dumbbell as illustrated in Fig. 9. The
formation volumes are reported in Table 1 and Fig. 7. The strongly
elongated shape of the ellipsoids in Fig. 9 indicates a large degree of
anisotropy. The latter can be conveniently measured by the ratio A
of the largest and smallest eigenvalues of the formation volume
tensor, see Table 1. Large values of A are obtained with typical
values in the range from 6 to 10. For Re and V the anisotropy is even
larger with A values up to 24, see Fig. 8. It is remarkable that the
three elements that favor the bridge interstitial configuration and
trap SIAs, are also the three elements with the largest anisotropy
ratio.

Finally, for the vacancy one obtains a formation volume that is
very close to zero, which is an indication for the covalent bonding
character that is characteristic for W.

4. Conclusions

Substitutional and interstitial defects in W associated with
several alloying elements of interest were investigated by first-
principles calculations based on density functional theory. A sys-
tematic investigation of computational parameters was carried out
in order to establish the accuracy limits of the present calculations.
The errors due to finite size, Brillouin zone sampling, and the
treatment of semi-core effects were shown to be of similar

Fig. 8. Anisotropy of 〈111〉 dumbbell, 〈110〉 dumbbell and bridge interstitials with
respect to atomic radius.

Fig. 9. Ellipsoids representing (formation) volume tensors corresponding to a (left) tungsten atom in the perfect lattice, (center) a Ti 〈111〉 dumbbell interstitial, and (right) a Ti 〈110〉
dumbbell interstitial.
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magnitude and a procedure was described to account for each
contribution.

Negative formation energies were obtained for substitutional Ti,
V, Nb, Hf as well as Ta and positive values for Zr and Re. The
negative values suggest a negative mixing energy for the BCC so-
lutions, which should result in an extended miscibility range and
possibly the formation of ordered phases at low temperatures, see
Refs. [40,41]. This is partially at odds with phase diagrams based on
thermodynamic calculations. As the latter are based on limited
experimental data due to the refractory nature of the W-alloys, this
suggests that further investigations should be carried out to
establish the low temperature phase diagrams as they determine
the thermodynamic driving forces that underpin the dynamic
behavior of the material.

While interstitials are practically absent under equilibrium
conditions due to their large formation energies, they are important
under reactor relevant conditions when SIAs are produced by ion
irradiation. In addition to high symmetry dumbbell configurations,
here another interstitial configuration has been systematically
investigated that was referred to as a bridge interstitial. For mixed-
interstitials involving Ti, V, and Re the bridge interstitial configu-
ration is found to be the most stable configuration.

The same three elements (Ti, V and Re) exhibit negative binding
energies with respect to SIAs and are thus predicted to trap these
defects. This causes a reduction of the interstitial mobility, which is
likely to accelerate damage build up. It is also of interest in
connection with radiation-induced segregation and precipitation,
which has already been observed for Re.

Finally, the elastic strain field of both substitutional and inter-
stitial defects was quantified in the form of formation volume
tensors. Remarkably, again Ti, V, and Re interstitials are the defects
that exhibit the strongest anisotropy as quantified by the ratio
between the largest and smallest eigenvalues of the formation
volume tensor. These parameters are suitable e.g., for the con-
struction of kinetic Monte Carlo models of defect migration and
dislocation mobility.
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Due to their high strength and advantageous high-temperature properties, tungsten-based alloys are

being considered as plasma-facing candidate materials in fusion devices. Under neutron irradiation,

rhenium, which is produced by nuclear transmutation, has been found to precipitate in elongated

precipitates forming thermodynamic intermetallic phases at concentrations well below the solubili-

ty limit. Recent measurements have shown that Re precipitation can lead to substantial hardening,

which may have a detrimental effect on the fracture toughness of W alloys. This puzzle of sub-

solubility precipitation points to the role played by irradiation induced defects, specifically mixed

solute-W interstitials. Here, using first-principles calculations based on density functional theory,

we study the energetics of mixed interstitial defects in W-Re, W-V, and W-Ti alloys, as well as the

heat of mixing for each substitutional solute. We find that mixed interstitials in all systems are

strongly attracted to each other with binding energies of �2.4 to �3:2 eV and form interstitial pairs

that are aligned along parallel first-neighbor h111i strings. Low barriers for defect translation and

rotation enable defect agglomeration and alignment even at moderate temperatures. We propose

that these elongated agglomerates of mixed-interstitials may act as precursors for the formation of

needle-shaped intermetallic precipitates. This interstitial-based mechanism is not limited to radia-

tion induced segregation and precipitation in W–Re alloys but is also applicable to other body-

centered cubic alloys. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4956377]

I. MOTIVATION

Tungsten is being considered as a candidate material in

magnetic fusion energy devices due to its high strength and

excellent high temperature properties.1–4 Upon fast neutron

irradiation in the 600–1000 �C temperature range, W trans-

mutes into Re by the way of beta decay reactions at a rate

that depends on the neutron spectrum and the position in the

reactor. For the DEMO (demonstration fusion power plant)

reactor concept, calculations show that the transmutation

rate is 2000 and 7000 atomic parts per 106 (appm) per dis-

placements per atom (dpa) in the divertor and the equatorial

plane of the first wall, respectively (where damage, in each

case, accumulates at rates of 3.4 and 4.4 dpa/year).5,6

The irradiated microstructure initially evolves by accu-

mulating a high density of prismatic dislocation loops and va-

cancy clusters, approximately up to 0.15 dpa.7,8 Subsequently,

a void lattice emerges and fully develops at fluences of around

1 dpa. After a critical dose that ranges between 5 dpa for fast

(>1 MeV) neutron irradiation8 and 2.2 dpa in modified target

rabbits in the HFIR,9 W and W-Re alloys develop a high den-

sity of nanometric precipitates with acicular shape at Re con-

centrations well below the solubility limit.8 The structure of

these precipitates is consistent with r (W7Re6) and v (WRe3)

intermetallic phases, which under equilibrium conditions

only occur at temperatures and Re concentrations substantial-

ly higher than those found in neutron irradiation studies. A

principal signature of the formation of these intermetallic

structures in body-centered cubic (BCC) W is the sharp

increases in hardness and embrittlement, as well as other det-

rimental effects.8,10 Qualitatively similar observations were

recently made on W-25Re alloys subjected to heavy ion irra-

diation,11 clearly establishing a link between primary damage

production and Re precipitation.

For a number of reasons, the formation of these non-

thermodynamic phases is inconsistent with the standard pic-

ture of solute precipitation by a vacancy mechanism, even in

the context of radiation enhanced diffusion (RED) and radia-

tion induced precipitation (RIP). For example, the phase dia-

gram points to the r phase as the first one to emerge from

the BCC solid solution, whereas electron diffraction studies

show the co-occurrence of both phases, with even an initial

preeminence of the v phase in some cases.12 All this is sug-

gestive of the role played by interstitial defects, such as

mixed dumbbells and crowdions, in facilitating solute trans-

port and potentially shifting phase boundary lines. Although

detailed kinetic models linking solute transport and precipi-

tation with irradiation defects exist (e.g., Ref. 13), self-

and mixed-interstitial (solute) transport introduces a set of

particularities that cannot be captured in effective models.

Specifically, motion directionality and solute transport mech-

anisms are directly governed by crystal structure and the

chemical nature of the defect-solute binding. These are pro-

cesses that must be characterized at the atomistic scale using

first principles calculations. There have been recent efforts to

study interstitial defect energetics in W-based alloys, using

density functional theory (DFT) calculations, in an attempta)erhart@chalmers.se
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to establish the grounds for defect diffusion models.4,14,15

These studies build on existing knowledge of self-interstitial

atoms (SIA) in metals gained from electronic structure and

semi-empirical calculations over the last 20 or so years.16,17

In any case, the formation of sub-soluble intermetallic

phases in irradiated W and W-Re remains unexplained, and,

to date, a detailed model of Re precipitation in irradiated W

is still lacking. In this paper, we study the precipitation be-

havior of W–V, W–Ti, and W–Re alloys as a function of al-

loy composition with an emphasis on interstitials in order to

understand and explain property changes of tungsten under

irradiation conditions. The paper is organized as follows. In

Sec. II, we describe the general approach as well as the com-

putational methodology employed in this work. The results

of interstitial binding in the dilute limit for V, Ti, and Re are

given in Sec. III A. This is followed by a comprehensive in-

vestigation of the mixing energies of both substitutional and

interstitial-based systems over the full composition range in

Sec. III B before we then consider in Sec. III C the mobility

of mixed interstitials. Finally, we formulate a mechanism

that provides a rationale for the occurrence and shape of ex-

perimentally observed r and v-phase precipitates in W–Re

alloys.

II. METHODOLOGY

A. General approach

The present work is primarily centered around Re since

as described above W–Re alloys are naturally formed due

to nuclear transmutation under fusion conditions and are

well known to exhibit RIP and RIS (radiation induced seg-

regation).18 Vanadium and titanium are included as well

since it was determined in Ref. 15 that their mixed intersti-

tial configurations exhibit a number of similarities with Re.

Specifically, it was shown that all three elements adopt a

bridge-like interstitial configuration [Fig. 1(a)] in the W ma-

trix. The latter can be thought of as a dumbbell interstitial

oriented along h111i [Fig. 1(b)], in which the extrinsic atom

is displaced along one of three h211i directions perpendicu-

lar to the dumbbell orientation. This results in a bond angle

with the nearest neighbors of approximately 150� as op-

posed to 180� in the case of the straight dumbbell interstitial

[see Fig. 1(a)]. In addition, Re, Ti, and V trap SIAs, i.e., the

reaction XW þ ðW�WÞint ! ðX �WÞint is exothermic,

which strongly affects the migration behavior of SIAs.

Finally, for all three elements, the defect formation volume

tensor of the mixed interstitials is strongly anisotropic,

which thus also applies to the strain field associated with

these defects and provides a strong driving force for defect

alignment. To investigate this behavior further, we consid-

ered several different types of configurations, the construc-

tion of which is described in the following.

1. Double-interstitial configurations

To quantify interstitial-interstitial interactions, defect con-

figurations including two interstitials were created based on

4� 4� 4 conventional supercells (128 atoms). Configurations

were constructed by systematically varying the distance as

well as the relative orientation (rotation) of two bridge intersti-

tials, yielding more than 100 initially distinct configurations.

2. Dilute substitution

The direct interaction of two Ti, V, or Re atoms in a

body-centered cubic W matrix was studied using 4� 4� 4

conventional supercells. Their relative separation was varied to

extract their (pair-wise) interaction as a function of distance.

3. Substitutional alloys

The energetics of concentrated alloys was determined

in two ways. First, 3� 3� 3 conventional supercells

(54-atoms) were employed, in which a number of extrinsic

substitutional atoms was inserted corresponding to concen-

trations covering the entire concentration range in the case of

V and the concentration range up to 50% in the case of Ti

and Re. The latter restriction was imposed since the BCC

lattice structure is mechanically unstable for these elements,

whence Ti and Re-rich supercells do not maintain the BCC

structure upon relaxation. Second, in the case of W–Ti, an

alloy cluster expansion was constructed using the atomic

alloy toolkit, from which a series of low energy structures

was derived.

4. Interstitial based structures

As discussed in detail below, the defect supercell calcu-

lations indicated strong interstitial-interstitial interactions

suggestive of defect clustering. To explore this effect, further

additional structures were constructed in the following fash-

ion.19 First, ideal supercells were generated based on the

primitive cell by applying an integer transformation matrix P

that relates the primitive cell metric hp to the supercell met-

ric h according to h ¼ Php. Subsequently, all distinct config-

urations were constructed that result from insertion of a

bridge interstitial on one lattice site when taking into account

the orientation of the interstitial. In this fashion, 166

“interstitial based” structures were obtained.

B. Computational details

For all configurations described in Sec. II, density func-

tional theory (DFT) calculations were carried out using the

FIG. 1. Bridge (a) and h111i dumbbell (b) interstitial defects in tungsten.

The h111i crowdion configuration closely resembles the h111i dumbbell

configuration with a slightly larger spacing of the defect atoms along the

h111i axis. The figure shows a slice parallel to f110g. Small (blue) spheres

indicate tungsten atoms, whereas large (gray) spheres indicate extrinsic

atoms (V, Ti, Re). Thicker (yellow) cylinders indicate bond lengths shorter

than 2.3 Å, whereas thinner (gray) cylinders indicate bond lengths shorter

than 2.5 Å. The bond angle h is indicated in (a).
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projector augmented wave (PAW) method20,21 as imple-

mented in the Vienna ab-initio simulation package.22–25

Since interstitial configurations involve short interatomic dis-

tances “hard” PAW setups that include semi-core electron

states were employed with plane wave energy cutoffs of

343 eV, 290 eV, and 295 eV for V, Ti, and Re, respectively.

Exchange and correlation effects were described using

the generalized gradient approximation,26 while the occupa-

tion of electronic states was performed using the first order

Methfessel-Paxton scheme with a smearing width of 0.2 eV.

The Brillouin zone was sampled using Monkhorst-Pack grids

of at least 4� 4� 4. (A detailed discussion of the effect of

different computational parameters on the results can be

found in Ref. 15.) All structures were optimized allowing

full relaxation of both ionic positions and cell shape with

forces converged to below 15 meV/Å. Migration barriers

were computed using 4� 4� 4 supercells and the climbing

image-nudged elastic band method with up to five images.27

III. RESULTS

A. Interstitial-interstitial binding

The SIA in tungsten has been shown to adopt a so-called

crowdion configuration in which the atoms that form the de-

fect are delocalized along h111i directions of the lattice.

Some extrinsic elements such as V, Ti, and Re bind to SIAs

and cause the interstitial to localize.15 These mixed-

interstitial defects have very large defect formation volumes

that range from 1.2 to 1.6 times the volume per atom of the

ideal structure. The associated strain field is oriented along

h111i and highly anisotropic, which is evident from the ratio

of the largest and smallest eigenvalues of the formation vol-

ume tensor.

When the concentration of solute atoms increases, the

strain field produced by individual bridge mixed–interstitials

remains unchanged. However, the reduction in the average

distance between solute atoms implies that mixed-interstitials

interactions become important, which due to the anisotropy of

the strain field can be expected to exhibit a strong directionali-

ty. The system can thus reduce its strain energy by rearrang-

ing both defect location and orientation.

To test this possibility, we first consider the interaction

of pairs of mixed-interstitials of V, Ti, and Re, which were

constructed as described in Sec. II A. Specifically, we calcu-

late the binding energy, which is defined as the difference

between the formation energy of the di-interstitial configura-

tion Ef ð2½X �W�WÞ and the sum of the formation energy of

two individual mixed–interstitial defects, 2Ef ð½X �W�WÞ

Eb
2½X� ¼ E f ð2½X �W�WÞ � 2E f ð½X �W�WÞ: (1)

Note that by this definition, two interstitials are attracted to

each other if the binding energy is negative.

The calculations reveal strongly bound configurations

for all three elements, with Eb
2½X� as high as �2.4, �2.7, and

�3:2 eV for V, Ti, and Re, respectively [Fig. 2]. In addition,

as mentioned above, the individual mixed interstitial defects

have a large and very anisotropic strain field that could

result in defect reorientation. This anisotropy should mani-

fest itself in the formation volume of the di-interstitial con-

figuration Vf ð2½X �W�WÞ relative to the individual defects

Vf ð½X �W�WÞ, which can be defined entirely analogously to

the binding energy above as

DV f
2½X� ¼ V f ð2½X �W�WÞ � 2V f ð½X �W�WÞ: (2)

FIG. 2. Binding energy according to Eq. (1) between two (a) V–W, (b)

Ti–W, and (c) Re–W mixed interstitials as a function of pair separation

(left) as well as relative formation volume (right), where latter was comput-

ed according to Eq. (2). The blue tics indicate the positions of the neighbors

shells in the perfect structure. The solid orange lines represent the repulsive

interaction between two substitutional extrinsic atoms (compare Fig. 4) re-

ferred to the most strongly bound configuration.
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Here, V f ð2½X �W�WÞ and V f ð½X �W�WÞ denote the forma-

tion volumes of the di-interstitial and (single) interstitial, re-

spectively, which were computed as described in Refs. 15,

28, and 29.

In fact, we find a strong correlation between the binding

energy Eb
2½X� and the change in the formation volume DVf

2½X�
[Fig. 2]. While a strong binding is obtained for short defect

separations, the lowest binding energies occur for somewhat

longer distances. Yet, at the same approximate distance, one

can obtain binding energies that cover the entire range be-

tween strong and no binding [compare, e.g., the data points

near 6 Å in Fig. 2(a)]. This suggests that the relative orienta-

tion of defects is important.

A closer inspection of di-interstitial configurations

reveals that in the structures that exhibit the strongest bind-

ing [structure (I) and (II) in Fig. 3(a)], the mixed-

interstitials are aligned along parallel h111i directions and

the two strings hosting the extrinsic atoms are first nearest

neighbors of each other [Figs. 3(b) and 3(c)]. If the mixed-

interstitials are located either in the same string or in two

strings that are second or farther nearest neighbors of each

other [configuration (III) in Fig. 3(a)], the energy increases

relative to the respective first-nearest neighbor configura-

tion [Fig. 3(c)]. The behavior of defects that is located in

the same string can be rationalized as being the result of

strong repulsion due to overlapping strain fields. The situa-

tion for second and farther nearest neighbor configurations,

on the other hand, is the result of a strong decrease in elec-

tronic coupling with distance. The short-range interaction

between h111i strings in BCC metals, in general, and W, in

particular, is in fact also evident from the success of first-

nearest neighbor string (Frenkel-Kontorova) models that

have been used in the past to describe both interstitial and

dislocation related features in these systems.3,30–32 Finally,

note that if the two mixed-interstitials are “far” apart and

have no specific orientation relative to each other [configu-

ration (IV) in Fig. 3(a)], their interaction vanishes and the

binding energy decays to zero.

It is worth noting that in the case of first-nearest neigh-

bor strings, the binding energy decreases with increasing dis-

tance. This effect can be attributed to the repulsive

interaction between two extrinsic atoms of the same type, as

it exhibits the same strength and distance dependence as the

interaction between two corresponding substitutional atoms

in a BCC W matrix [compare Figs. 2 and 4].

B. Mixing energies and phase equilibria

The results described in Sec. III A provide clear evidence

of the energetic preference for the alignment of mixed-

interstitials. The magnitude of the binding energies, however,

suggests an effect on the electronic structure that extends be-

yond strain effects. To shed more light on this aspect, we now

consider substitutional alloy configurations along with a series

of interstitial based structures that were constructed as de-

scribed in Sec. II A. The mixing energy Emix for a given alloy

composition XxW1�x was computed using the fully relaxed

configurations according to

EmixðXxW1�xÞ ¼ EðXxW1�xÞ � ½xEðXÞ þ ð1� xÞEðWÞ�;
(3)

where x denotes the fraction of the alloying element X.

Below, we first summarize the results for the substitutional

alloys before addressing the interstitial-based structures,

which exhibit a rather universal behavior.

1. Vanadium

Among the alloying elements included in this study, V is

the only other element with a ground state BCC lattice, and it

therefore gives rise to the simplest mixing energetics [see Fig.

5(a)]. The difference in lattice constant at ambient conditions

between W and V is 5.9% (V: 2.989 Å, W: 3.177 Å according

to PBE). The mixing energy is only slightly asymmetric and

negative throughout the entire composition range. The low

FIG. 3. (a) Defect configurations involving two ðX �WÞW mixed–interstitials in which X corresponds to V, Ti, and Re atoms. The figure shows a slice parallel

to a f110g plane of the structure. Small (blue) spheres indicate tungsten atoms, whereas large (gray) spheres indicate X atoms. Thicker (yellow) cylinders indi-

cate bond lengths shorter than 2.3 Å, whereas thinner (gray) cylinders indicate bond lengths shorter than 2.5 Å. (b) An illustration of parallel h111i strings in

BCC tungsten. (c) Binding energy of a pair of titanium bridge mixed–interstitial with respect to string number.

FIG. 4. Energy of a pair of V, Ti, and Re substitutional defects as a function

of distance with respect to the infinite separation limit. Positive values indi-

cate repulsion.
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energy structures are closely spaced along the convex hull,

and our calculations closely match the data from Muzyk

et al.33

2. Titanium

While at ambient conditions Ti adopts a hexagonal

close-packed (HCP) structure (a-phase), it also exhibits a

BCC polymorph (b-phase), which occurs at temperatures

above 1200 K. Here, we focus on BCC-based structures on

the W-rich side of the composition range.

As in the case of W–V, the mixing energy for BCC W–Ti

is negative over the entire concentration range when referred

to the elemental BCC phases [Fig. 5(b)]. Due to the energy

difference between BCC Ti and HCP Ti, the mixing energy of

BCC-based structure relative to the elemental ground states,

i.e., BCC W and HCP Ti, however, turns positive at approxi-

mately 60%. The lowest mixing energy occurs at a composi-

tion of 20%. It belongs to space group R�3m and has the same

structure of the W4V structure described in Ref. 33.

W and Ti also mix on the HCP lattice as the energy of

one substitutional W atom in HCP Ti is negative. The energy

offset between HCP W and BCC W is, however, even larger

than in the case of Ti, and thus, the mixing energy referred to

the ground state structures is positive over the entire compo-

sition range. When combined, these data imply that one can

expect a very asymmetric phase diagram with a large solubil-

ity for Ti in BCC-W but a very small solubility for W in

HCP-Ti. In the high-temperature region of the phase dia-

gram, which is experimentally accessible,35 this is, indeed,

the case. For lack of reliable low temperature data, previous

thermodynamic models of the phase diagram, however, as-

sumed a mixing energy that is positive over the entire com-

position range.36,37 As a result, these models predict the

solubility in both limits as the temperature approaches zero.

A revision of the low temperature part of the phase diagram

is therefore in order, which will be the subject of a separate

study.38

3. Rhenium

As for Ti, the mixing energy of Re in W on BCC and

HCP lattices is negative when referred to BCC and HCP ele-

mental reference states, respectively (Fig. 5(c)). The HCP-

BCC energy difference for Re is, however, even larger than

for Ti, which causes the mixing energy for these two phases

to be positive. This implies very small finite-temperature sol-

ubilities for both Re in BCC-W and W in HCP-Re in agree-

ment with experiment.

In addition to the BCC and HCP phases, the W–Re sys-

tem also features r and v phases.34 The r phase [red line in

Fig. 5(c); data from Ref. 34] experimentally occurs at high

temperatures only, consistent with slightly positive mixing

energies. The v phase, on the other hand [purple line in Fig.

5(c)], has a small negative mixing energy at about 83%,

which is compatible with this phase being a ground state

(zero K) phase.

4. Interstitial-based structures

Thus far, it has been shown that while the crystal struc-

tures of the elemental boundary phases differ between V, Ti,

and Re, the substitutional alloys show common characteris-

tics with both BCC and HCP based phases being miscible

with respect to the elemental phase with the same crystal

structure. One also observes strong similarities with respect

to the interstitial-based structures. While some of them relax

into substitutional structures, the majority remain close to

the initial structure after relaxation. For all three elements

(V, Ti, and Re), the mixing energies of these interstitial-

based structures exhibit a similar dependence on concentra-

tion (green data points in Fig. 5). The mixing energies are

positive and feature a maximum at about 15%. For concen-

trations of approximately 30% and above, the mixing energy

approaches zero and the structures loose interstitial-

characteristics, which is apparent from an analysis of the pair

distribution functions. This suggests that if the concentration

of mixed-interstitials reaches a concentration of � 30%, the

FIG. 5. Mixing energy of (a) V, (b) Ti, and (c) Re defects in tungsten-based structures obtained by substitution (squares) and interstitial insertion (circles). The

solid (blue) line indicates the convex hull corresponding to the minimum mixing energy. The solid (yellow) line indicates the effective convex hull. Available

data from W-V evaluated using cluster expansion are shown in plot (a) for comparison.33 r and v phases of a W-Re alloy34 are presented as well in plot (c) as

a function of defect concentration.
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structure becomes (locally) unstable with respect to a substi-

tutional phase.

The concentration dependence of the mixing energy of

interstitial-based structures thus suggests a miscibility-gap

like behavior between dilute interstitial solutions and more

concentrated structures, which contain 30% or more of the

alloying element and can transition more readily into substi-

tutional configurations. These results further support the no-

tion that interstitial agglomeration is energetically favorable.

C. Mixed-interstitial migration

Up to this point, we have shown that there is an energetic

driving force for further interstitial agglomeration and that

mixed-interstitials prefer an alignment along parallel nearest-

neighbor h111i strings. Next, we discuss migration energies

of interstitial structures. For all elements considered here, the

binding energy between a SIA and a substitutional defect is

large (V: �1:8 eV, Ti: �0:6 eV, Re: �0:8 eV).4,15,18 Thus, if

mixed-interstitial diffusion were to proceed via dissociation

of the mixed-interstitial, defect migration would be very slow

except at very high temperatures. It has, however, been shown

for the case of Re that mixed-interstitial can migrate via a

non-dissociative mechanism with a much lower barrier, which

in the case of Re was computed to be 0.12 eV.18

This low barrier is obtained for a sequence of a short

displacive transformation, which shifts the center of the

mixed-interstitial by a0

ffiffiffi

3
p

=2 along h111i, a rotation of the

mixed-interstitial orientation, and another short jump along

h111i [Fig. 6(a)]. As a result of these events, the interstitial

center moves by one lattice constant along h100i.
Note that during the rotation, the configuration effec-

tively passes through a h110i dumbbell configuration, which

happens to be practically identical with the saddle point of

that segment. The rotational barrier therefore closely corre-

sponds to the energy difference between the bridge and the

h110i mixed-dumbbell, at least for V, Ti, and Re.

We have computed the landscape for this mechanism

for all three extrinsic elements, see Fig. 6(b). For the initial

translation barrier, we obtain values of 0.22, 0.07, and

0.11 eV for V, Ti, and Re, respectively. The latter value

agrees well with earlier calculations.18 The barriers for the

rotation are 0.14, 0.02, and 0.07 eV for V, Ti, and Re, respec-

tively. Since the rotational barrier is always smaller than the

barrier for the translation segment, the effective barrier for

the entire path is set by the latter. While Ti has the lowest

barrier, the values for V and Re mixed-interstitials are simi-

lar in magnitude so that these defects should be mobile under

reactor relevant conditions. Note that the order of the barriers

correlates with the degree of anisotropy of the formation vol-

ume tensor of the bridge interstitials.15

IV. DISCUSSION

One of the main motivations behind this work is to inves-

tigate the causes behind the sub-soluble precipitation of trans-

mutation solutes (mainly Re) observed in W subjected to

high-energy particle irradiation. We seek mechanisms that

connect point defects to solute transport in binary systems be-

low the solubility limit. While long term precipitation kinetics

is governed by the onset of defect fluxes to sinks, which is

well beyond the scope of electronic structure calculations, the

underlying mechanisms responsible for solute-defect coupling

can only be investigated at the atomic scale using high accura-

cy methods. Here, we have employed DFT calculations to

study the fundamental energetics of interstitial-solute com-

plexes in three different binary alloys, W-Re, W-Ti, and

W-V. These three are the main implications of our findings:

(1) For all binary systems considered, mixed interstitial con-

figurations are energetically favored over SIA-solute

complexes. This is consistent with previous work on the

subject conducted on W alloys.15,18,39

(2) These mixed interstitials all display a migration mecha-

nism that involves low-energy (�0:14 eV) rotations in

the bridge interstitial configuration, followed by short

translations in the h110i orientation. In contrast with the

interstitialcy mechanism, which propagates the lattice

perturbation leaving the solute behind, this “associative”

mechanism can effectively transport solutes long distan-

ces in three dimensions, rendering it an efficient mass

transport mechanism (in fact, due to the comparatively

low migration energy barriers, interstitial-mediated trans-

port could potentially surpass that due to vacancies18).

(3) While the heat of solution of all substitutional solutes at

0 K is negative in the BCC W matrix, corresponding to

compounds that form solid concentrated solutions, the for-

mation energies of all mixed interstitials are positive. This

of course results in a strong segregation driving force for

mixed interstitials defects, which ultimately may result in

solute precipitation by way of mixed-dumbbell clustering.

Another aspect worth considering related to the precip-

itation kinetics of sub-soluble transmutants in W is the

acicular (elongated) shape of the resulting precipitates.

Precipitates are seen to form in the intermetallic r and v
phases,7,8,11 although there is experimental indication that

they nucleate as solute-rich BCC clusters40 that may ulti-

mately undergo a structural transformation.41 While the

shape of these intermetallic precipitates is likely to be

FIG. 6. Energetically favorable non-dissociative diffusion of a mixed–inter-

stitial in dilute tungsten alloy. The configurations are presenting the [�110]

dumbbell mixed–interstitial translation along [100] direction including a 90�

rotation. The plot in the lower row illustrates the corresponding migration

barriers in eV. For a better comparison, the path, which connects bridge to

[101] dumbbell mixed–interstitial via a rotation, is illustrated in the begin-

ning of the migration barrier plot.
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controlled by anisotropic interfacial energies and other ther-

modynamic features, here we put forward a mechanism

based on the computed DFT energetics that may contribute

to the incipient alignment of these clusters along crystallo-

graphic BCC h111i directions. The mechanism is as follows:

(i) Starting from a substitutional alloy of W and Re, irra-

diation leads to the production of SIAs, which diffuse

along h111i directions throughout the lattice until

they become trapped by substitutional Re atoms due

to a high binding energy.

(ii) Mixed interstitials migrate associatively in 3D even-

tually resulting in clustering. The strong energetic

driving force for clustering (see Sec. III A) and the

low barriers for non-dissociative interstitial migration

(see Sec. III C) facilitate defect co-alignment.

(iii) These mixed di-interstitials are kinetically very stable

due to the strong binding energies, which make them

preferential sites for more defect absorption. While

additional interstitials approaching these small clus-

ters may not be initially aligned, they are energetical-

ly favored to again rotate into alignment, increasing

cluster size and forming a precipitate nucleus.

(iv) As interstitial accumulation proceeds, the local Re

concentration increases and the system samples the

mixing energy curve representing interstitial-based

configurations [see Fig. 5(c)].

It is also worth mentioning that, as pointed out by Tanno

and Hasegawa,7,8 the formation of precipitates occurs at high

accumulated doses (>5 dpa), after sufficient transmutant

buildup has occurred and the void-lattice stage subsides by re-

combination with large cascade-produced SIA clusters, result-

ing in an excess population of single SIAs and/or mixed

interstitials. The above mechanism for interstitial-mediated

solute transport and clustering is schematically depicted in

Fig. 7. We recognize that this picture is somewhat speculative

at this point, and we are currently implementing the energetics

and the mechanisms presented here into long-term kinetic

models capable of approaching doses of several dpa. In any

case, the formation of these precipitates is one of the possible

pitfalls associated with the development of W-based alloys

for applications in fusion environments, as r/v precipitates

are known to cause very strong matrix hardening.42

V. CONCLUSIONS

In conclusion, in the present study, we have demonstrat-

ed that mixed interstitials in BCC-W involving V, Ti, and Re

are strongly attracted to each other with binding energies of

several eV. This interaction leads to the alignment of intersti-

tials along parallel first nearest neighbor h111i strings.

All three systems exhibit mixing on the BCC lattice

with respect to BCC boundary phases. In the case of Ti and

Re, we also find negative formation energies for substitution-

al defects on the HCP lattice. The energetic offset between

HCP-W and BCC-W on one side and BCC-Re and HCP-Re

on the other side of the composition range, however, leads to

very small solubilities in the boundary phases. In the case of

Ti, the BCC/HCP energy difference is relatively smaller,

which gives rise to an asymmetric solubility that is substan-

tially larger on the W-rich side.

Furthermore, we have calculated the activation barriers for

mixed interstitial motion, which are comparably low for all three

elements. The migration mechanism involves defect migration

and reorientation, resulting in effective solute transport in 3D.

The ease of rotation and strong binding of mixed inter-

stitials could help explain the incipient formation of BCC

solute-rich clusters oriented preferentially along h111i direc-

tions. It is not clear whether this may help steer the formation

of elongated r and/or v phase precipitates, as this is a more

complex process involving long term kinetics and structural

transformations, but it is interesting to note that there is an

intrinsic directionality associated with the formation of these

clusters. The analogies among V, Ti, and Re with respect to

defect and alloying properties suggest that similar mecha-

nisms could also come into play in W-Ti and W-V alloys.

The impact of interstitial binding described here on clus-

ter formation and subsequently mechanical properties

deserves further study. This is motivated by the observation

that interstitial clustering has been shown give rise to com-

plex diffusion behavior in other BCC metals43,44 and to im-

pact swelling behavior.45
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High-temperature, high-dose, neutron irradiation of W results in the formation of Re-rich clusters at concen-
trations one order of magnitude lower than the thermodynamic solubility limit. These clusters may eventually
transform into brittle W-Re intermetallic phases, which can lead to high levels of hardening and thermal conduc-
tivity losses. Standard theories of radiation enhanced diffusion and precipitation cannot explain the formation of
these precipitates and so understanding the mechanism by which nonequilibrium clusters form under irradiation
is crucial to predict materials degradation and devise mitigation strategies. Here we carry out a thermodynamic
study of W-Re alloys and conduct kinetic Monte Carlo simulations of Re cluster formation in irradiated W-
2Re alloys using a generalized Hamiltonian for crystals containing point defects parameterized entirely with
electronic structure calculations. Our model incorporates recently-gained mechanistic information of mixed-
interstitial solute transport, which is seen to control cluster nucleation and growth by forming quasi-spherical
nuclei after an average incubation time of 20 s at 1800 K. These nuclei are seen to grow by attracting more
mixed interstitials bringing solute atoms, which in turns attracts vacancies leading to recombination and solute
agglomeration. The clusters grow to a maximum size of approximately 4-nm radius, and are not fully dense
with Re, containing 50% or less near the center. Our simulations are in reasonable agreement with recent atom
probe examinations of ion irradiated W-2Re systems at 773 K.

Keywords: W-Re alloys; Solute precipitation; Neutron irradiation; kinetic Monte Carlo

I. INTRODUCTION

Tungsten is the prime candidate material in magnetic fusion
energy devices due to its high strength and excellent high tem-
perature properties [1–4]. Upon fast neutron irradiation in the
600-1000◦C temperature range, W transmutes into Re by the
way of beta decay reactions at a rate that depends on the neu-
tron spectrum and the position in the reactor. For the DEMO
(demonstration fusion power plant) reactor concept, calcula-
tions show that the transmutation rate is 2000 and 7000 atomic
parts per million (appm) per displacements per atom (dpa) in
the divertor and the equatorial plane of the first wall, respec-
tively (where damage, in each case, accumulates at rates of
3.4 and 4.4 dpa/year) [5, 6]. The irradiated microstructure ini-
tially evolves by accumulating a high density of prismatic dis-
location loops and vacancy clusters, approximately up to 0.15
dpa [7–10]. Subsequently, a void lattice emerges and fully
develops at fluences of around 1 dpa. After a critical dose
that ranges between 5 dpa for fast (>1 MeV) neutron irradi-
ation [9] and 2.2 dpa in modified target rabbits in the HFIR
[10, 11], W and W-Re alloys develop a high density of nano-
metric precipitates with acicular shape at Re concentrations
well below the solubility limit [9, 10]. The structure of these
precipitates is consistent with σ (W7Re6) and χ (WRe3) inter-
metallic phases, which under equilibrium conditions only oc-
cur at temperatures and Re concentrations substantially higher
than those found in neutron irradiation studies [12]. A princi-
pal signature of the formation of these intermetallic structures
in body-centered cubic (bcc) W is the sharp increase in hard-
ness and embrittlement [8–10]. Qualitatively similar obser-
vations have been recently made in W-2Re and W-1Re-1Os
alloys subjected to heavy ion irradiation [13, 14], clearly es-
tablishing a link between primary damage production and Re
precipitation.

Precipitation of nonequlibrium phases in irradiated materi-
als is commonplace. The standard theory of irradiation dam-
age includes radiation enhanced diffusion (RED) and radia-
tion induced precipitation (RIP) as mechanisms that can drive
the system out of equilibrium due to the onset of point defect
cluster fluxes towards defect sinks [15–17]. Within this pic-
ture, Re precipitation in W or W-Re alloys under irradiation
would then, in principle, be unsurprising were it not for the
fact that Re clustering is seen to occur at concentrations still
below the solubility limit even after RED has taken place. In
spite of this, recent work using energy models based on the
cluster expansion formalism for the W-Re system, and fitted
to density functional theory (DFT) calculations, have revealed
a direct relationship between excess vacancy concentrations
and the formation of Re solute-rich clusters [18]. These cal-
culations are substantiated by recent neutron irradiation exper-
iments of pure W at 900◦C up to 1.6 dpa in the HFR in Petten
[19]. Post-irradiation examination of the irradiated specimens
reveals the formation of a fine distribution of voids with av-
erage 5 nm size surrounded by Re-rich clouds. However, the
relative concentration of Re around the voids is still on the or-
der of 12-18% (from a nominal overall concentration of 1.4%
from transmutation), well below the precipitation limit of Re
in W at 900◦C. However, in the ion beam irradiation experi-
ments of W-2Re alloys by Xu et al. at 300 and 500◦C, Re-rich
clusters with bcc structure are seen to form with concentra-
tions between 12 and 30% Re with no indication of vacancies
forming part of the clusters [13, 14]. Another piece of evi-
dence against a strong association between vacancies and Re
atoms comes from irradiation tests of W-Re alloys performed
at EBR-II in the 1970s and 80s [20–24]. In these studies, the
presence of Re was seen to suppress swelling, which would
seem to suggest a decoupling between vacancy clusters and
Re atoms. Clearly, equilibrium thermodynamics involving va-
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cancies alone may not suffice to explain the precipitation ten-
dencies in irradiated W-Re alloys.

All this is suggestive of alternative solute transport mech-
anisms that may be unique to W-Re systems. Indeed, sev-
eral recent studies using electronic structure calculations have
independently reported a peculiar association between self-
interstitial atoms (SIA) and Re solutes that results in very high
solute transport efficacy [25–27]. This mechanism consists
of a series of mixed dumbbell rotations and translations such
that the mixed nature of the dumbbell is preserved and solutes
can be transported over long distances without the need for
vacancy exchanges. Furthermore, this mechanism effectively
transforms one-dimensional SIA diffusion into a 3D mixed-
dumbbell transport process at activation energies considerably
lower than that of vacancy diffusion. The objective of this pa-
per is to study the kinetics of Re precipitation in irradiated
W accounting for both vacancy and mixed-interstitial solute
transport. To this effect, we develop a lattice kinetic Monte
Carlo (kMC) model of alloy evolution parameterized solely
using first principles calculations. We start in Section II by
describing the essential elements of our kinetic model as well
as the parameterization effort based on DFT calculations. In
Section III we provide our main results, including semi-grand
canonical Monte Carlo calculations of ternary W-Re-vacancy
and W-Re-SIA systems, and kMC simulations and analysis of
the Re-precipitate nucleation and growth. We finish with a
discussion of the results and the conclusions in Section IV.

II. THEORY AND METHODS

A. Energy model

The energy model employed throughout this work is a clus-
ter expansion Hamiltonian based on pair interactions trun-
cated to the 2nd-nearest neighbor (2nn) shell:

H = ∑
i

∑
α,β

n(i)
α-β ε

(i)
α-β (1)

where (i) specifies the type of nearest-neighbor interaction
(first or second), α and β refer to a pair of lattice sites, sepa-
rated by a distance specified by the index i, nα-β denotes the
number of occurrences (bonds) of each α-β pair, and εα-β is
bond energy. In a previous work, we have shown how this
Hamiltonian can be reduced to a generalized Ising Hamilto-
nian involving solvent and solute atoms (A and B), vacancies
(V), and pure and mixed interstitials (AA, BB, and AB) [28].
The Hamiltonian is then expressed as a sum of polynomial
terms of various degrees involving spin variables σα and σβ

in the manner of the Ising model:

H = ∑
n,m

∑
α,β

σ
n
α σ

m
β

(2)

One of the advantages of using this notation is that the values
assigned to the spin variables conserve the number of atoms N
of the system. We refer the reader to ref. [28] for more details

about this notation. In this paper we focus on the parameteri-
zation exercise for irradiated W-Re alloys1.

B. Semi-Grand Canonical Monte Carlo for AB systems

The thermodynamic phase diagram of the W-Re system can
be studied using semi-grand canonical Monte Carlo (SGMC)
calculations as a function of temperature and solute concen-
tration [29–34]. We seek to minimize the thermodynamic po-
tential of the semi-grand canonical ensemble, characterized
by a constant temperature T , a constant number of particles
N, and a constant chemical potential µ . In each SGMC step,
an A atom is randomly flipped into a B atom and the new state
is accepted with probability:

pi j = exp
(
−

∆Hi j−NB∆µ

kBT

)
(3)

where ∆Hi j is the energy difference between the initial and
final states, i and j, NB = NX is the number of solute atoms
(X : solute concentration), ∆µ is the change in chemical po-
tential per atom after the transition, and kB is Boltzmann’s
constant. In this work, each transition is defined by changing
the chemical nature of one atom chosen at random. In terms of
the change in spin variable (in the notation of the generalized
Ising Hamiltonian, cf. eq. (2)), this always results in a change
of δσ =−2, such that eq. (3) can be simplified to:

pi j = exp
(
−

∆Hi j +2∆µ

kBT

)
(4)

In the calculations, the chemical potential difference ∆µ

and the temperature T are input variables, while the solute
composition X and the equilibrium configurations are ob-
tained when convergence is reached.

C. Metropolis Monte Carlo calculations of ABV system
configurations

During irradiation, the introduction of large amounts of
defects has the potential to impact the thermodynamics of
the system. It is therefore of interest to calculate phase di-
agrams with fixed defect concentrations using equilibrium
(Metropolis) Monte Carlo. Defect concentrations are not ther-
modynamically equilibrated under irradiation –the number of
vacancies or interstitials is not controlled by the chemical
potential–, and so the AB system must be considered in con-
junction with a fixed defect concentration. Take the case of
vacancies for example, to properly obtain converged nonequi-
librium configurations of ABV systems, we employ a flip and
swap approach: (i) initially a system consisting of A atoms
and a random distribution of vacancies is considered; (ii) a

1 With A: W atoms; B: Re atoms; V: vacancies, AA: W-W dumbbell (or
self-interstitial atom); BB: Re-Re dumbbell; AB: mixed W-Re dumbbell.
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lattice point is selected at random; (iii) if that lattice point cor-
responds to an atom, a SGMC step is carried out, resulting
in a change in the relative concentrations of A and B; if it,
on the contrary, corresponds to a vacant site, then a canoni-
cal Monte Carlo step is carried out, leaving X unchanged, and
the vacancy is swapped with a randomly-selected atom. This
trial swap is then accepted according to the Boltzmann distri-
bution:

pi j = exp
(
−

∆Hi j

kBT

)
(5)

In this fashion, equilibrated AB alloys containing a fixed va-
cancy concentration are obtained, from which one can deter-
mine the changes relative to the thermodynamic equilibrium
configurations. Although interstitials are much higher in en-
ergy than vacancies (so that only very small concentrations
need be explored), the procedure for the ABI system is iden-
tical to that of the ABV system.

D. Kinetic Monte Carlo simulations of ABVI systems

The kinetic evolution of W-Re alloys under irradiation is
studied using standard lattice kMC. The system is evolved by
events involving atomic jumps and time is advanced accord-
ing to the residence-time algorithm [35]. Jump rates are cal-
culated as:

ri j = ν exp
(
−

∆Ei j

kBT

)
(6)

where ν is an attempt frequency and ∆Ei j is the activation
energy to jump from state i to state j.

1. Vacancy migration model

Several models have been proposed to describe the activa-
tion energy based on different interpretations of the atomic
migration process (see, e.g. [36] and [28] for recent reviews).
In this work, the activation energy of vacancy jump is mod-
eled by the saddle-point energy model (or cut-bond model)
[37–40], according to which Ei j is given by the energy differ-
ence of the configuration when the jumping atom is at saddle
point and the initial configuration:

∆Ei j = ∑
p

ε
sp
α-p−∑

q
ε
(i)
α-q− ∑

r 6=α

ε
(i)
V-r +∑∆Enon-broken

i j (7)

where α is the jumping atom, V is the vacancy, and εsp are
the bond energies between the atom at the saddle point and
the neighboring atoms. The first term on the r.h.s. of eq. (7)
reflects the energy of the jumping atom at the saddle point.
In this work, we consider interactions up to 2nn distances for
this term2. The second and third terms on the r.h.s. of eq. (7)

2 In the saddle-point configuration for vacancy migration, there are six 1nn
bonds and six 2nn bonds, compared with eight and six for a lattice point
configuration.

are the energies of the jumping atom and the vacancy at the
initial state i. Finally, the fourth term gives the energy differ-
ence between state i and j for the non-broken bonds due to
local solute concentration changes. The dependence of bond
coefficients on local solute concentration will be discussed in
Section II E.

2. Interstitial defect migration model

Here we consider self-interstitial atoms of the AA type,
and mixed-interstitials AB. Due to their rarity, BB interstitials
are omitted in our calculations. In bcc metals, AA SIAs are
known to migrate athermally in one dimension along 〈111〉
directions, with sporadic rotations to other 〈111〉 orientations.
These processes, however, are treated separately. In con-
trast to vacancy migration, activation energies of interstitial
jumps are calculated using the direct final-initial system en-
ergy model [41–44]:

∆Ei j =

{
Em +∆Hi j, if ∆Hi j > 0
Em, if ∆Hi j < 0

(8)

In addition, we include a bias due to the well-known phe-
nomenon of correlation, by which a forward jump is slightly
more likely to occur than a backward jump. This is reflected
in a correlation factor f computed as the ratio of forward to
backward jumps [45], which in our simulations is tempera-
ture dependent. Rotations between 〈111〉 directions are sim-
ply characterized by an activation energy equal to a rotation
energy Er.

For their part, as pointed out in Section I, recent DFT
studies have revealed a new migration mechanism for mixed
dumbbells in W alloys. This mechanism involves an non-
dissociative sequence of rotations and translations such that
the solute atom is always part of the mixed dumbbell (in con-
trast with the intersticialcy or ’knock-on’ mechanism com-
monly displayed by SIAs) [25–27, 46]. This effectively makes
AB interstitials move in three dimensions with 2nn jumps
along 〈100〉 directions. Calculations for the W-Re system
have shown that the migration energy in this case is very low,
on the order of one tenth of an eV. As we shall see, this has ex-
traordinary implications on the kinetic evolution of irradiated
W-Re alloys.

3. Spontaneous events: recombination and absorption

Any recombination event occurs spontaneously (no sam-
pling involved) when the distance between an interstitial de-
fect and a vacancy is within the 3rd nearest neighbor shell.
Another reaction considered to be instantaneous is the transi-
tion of a SIA into an AB dumbbell when it encounters a solute
atom: AA+B→AB+A. This is because the binding energy be-
tween a SIA and a Re solute atom has been calculated to be
−0.8 eV (negative binding energies represent attraction). The
distance for this transformation is set to be equal to the 1nn
separation.
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Defect absorption represents another type of spontaneous
event. Absorption can occur at sinks, such as a plane located
in a stationary position within the simulation box [47], or a
free surface [28]. Sinks can potentially act also as defect emit-
ters, as in the case of grain boundaries, dislocations, and free
surfaces in real microstructures. Details about the implemen-
tation of these processes can be found in ref. [28].

4. Frenkel pair generation

In this work, defects are generated as Frenkel pairs at a pre-
scribed rate set by the damage rate. To insert a defect pair,
two atomic sites are chosen at random, one is replaced by a
vacancy and the other with an interstitial formed by an A atom
and the lattice atom.

E. Parameters

There are five distinct atomic species used in this work:
W atoms (A), Re atoms (B), vacancies (V), SIAs (AA), and
mixed-interstitials (AB). As mentioned above, our energy
model consists of pairwise interactions up to the 2nn shell. Af-
ter discounting interstitial-vacancy bonds, this amounts to 26
different types of bonds (13 for each nearest neighbor shell),
all of which must be obtained using first-principles calcula-
tions. Moreover, as discussed by Martinez et al. and Sen-
ninger et al. [39, 40], several of these bond energies are sen-
sitive to the local solute concentration and must be computed
on the fly in each Monte Carlo step. Following Warczok et
al. [48], we reduce the number of unknowns from 26 to 13 by
partitioning bond energies according the following relation:

ε
(2) = ε

(1)
(

r2nn

r1nn

)−6

(9)

which is used unless both bond energies can be explicitly
calculated. For the bcc lattice, this results in ε

(1)
α-β/ε

(2)
α-β =

0.421875 for regular bond coefficients, and ε
sp(1)
α-β /ε

sp(2)
α-β =

0.194052 for saddle-point bond coefficients.
The local solute concentration is always computed up to the

2nn shell. Next we describe the parameterization procedure
for each set of bond energies.

1. W-Re parameters

The W-Re bond coefficients are εA-A, εB-B, and εA-B. They
determine the thermodynamic equilibrium phase diagram of
the alloy. The bond coefficients of εA-A and εB-B are obtained
from the cohesive energy:

EA
coh =−

z1

2
ε
(1)
A-A−

z2

2
ε
(2)
A-A

EB
coh =−

z1

2
ε
(1)
B-B−

z2

2
ε
(2)
B-B

(10)

where z1 and z2 are coordination numbers for the 1nn and 2nn
shells, respectively. The cohesive energies calculated using
DFT are given in Table I. 3

TABLE I. Energetics of W-Re systems calculated with DFT.
Quantity Value Source

EA
coh 8.3276 This work

EB
coh 7.4070 This work

∆Hmix −0.1571−0.2311X Ref. [27]
EV

f 3.1690 This work

E(a)
b −0.2096 This work

E(b)
b −0.1520 This work

E(c)
b −0.3079 This work

E(d)
b −0.2992 This work

EV-V
b,1nn -0.0146 This work(3)

EV-V
b,2nn 0.3028 This work(3)

EAA
f 10.16 Ref. [46]

EAB
f 9.49 Ref. [46]

EAA-B
b,1nn −0.52 Ref. [46]

EAB-B
b,1nn −0.53 Ref. [49]

EAA-AA
b,1nn −2.12 Ref. [50]

EAA-AB
b,1nn −2.12 Assumed (4)

EAB-AB
b,1nn −3.2 Ref. [27]

EV→A
m (A) 1.623 This work

EV→B
m (A) 1.651 This work

EV→A(1)
m (Fig. 2(c)) 1.7151 This work

EV→A(2)
m (Fig. 2(c)) 1.6378 This work

EV→B(3)
m (Fig. 2(c)) 1.577 This work

EV→A
m (V) 1.623 This work

EV→B
m (V) 1.651 This work

The coefficient for the A-B bond is obtained from the en-
thalpy of mixing of W-Re, ∆Hmix, which can be written within
the Bragg-Williams approximation [52–54] as:

∆Hmix =
z1

2

[
(1−X)ε

(1)
A-A +Xε

(1)
B-B +2x(1− x)Ω(1)

s

]
+

z2

2

[
(1−X)ε

(2)
A-A +Xε

(2)
B-B +2X(1−X)Ω

(2)
s

] (11)

where X is the global solute concentration, and Ωs is the heat
of solution, defined as:

Ω
(1)
s = ε

(1)
A-B−

1
2

(
ε
(1)
A-A + ε

(1)
B-B

)
(12)

Ω
(2)
s = ε

(2)
A-B−

1
2

(
ε
(2)
A-A + ε

(2)
B-B

)
(13)

Combining eqs. (10) and (11), ∆Emix can be expressed as:

X(1−X)Ω∗s = ∆Hmix +(1−X)EA
coh +XEB

coh (14)

where Ω∗s = z1Ω
(1)
s + z2Ω

(2)
s . To ascertain the dependence on

the solute concentration of the heat of solution, we fit the l.h.s.

3 With xc-energy correction from Ref. [51]
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of eq. (14) to the data points for the mixing enthalpies as a
function of X calculated in our previous work [27]. The best
fit, shown in Figure 1, is achieved when Ω∗s is expressed a
linear function of the concentration:

Ω
∗
s = w0 +w1X

with w0 = −0.1571 and w1 = −0.2311. The negative val-
ues of w0 and w1 suggest a strong tendency towards ordering,
which becomes larger as the solute concentration increases.
Combining eqs. (9), (10), (12), and (14), one can obtain the
values of Ω

(1)
s , Ω

(2)
s , ε

(1)
A-B, and ε

(2)
A-B. A non-constant Ω∗s effec-

tively implies that εA-B is also a function of the concentration.
Moreover, to reflect local composition variations in the W-Re
alloys, we make the assumption that the dependence of ε

(1)
A-B

and ε
(2)
A-B on X can be transferred to the local environment of

each atom, such that both bond energy coefficients are func-
tions of the local composition, which we term x, and must be
computed on the fly for each solute atom in the system.
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FIG. 1. Enthalpy of mixing as a function of solute concentration
from ref. [27] and 3rd-degree polynomial fit.

2. Vacancy parameters

The vacancy bond coefficients are εA-V, εB-V, and εV-V.
εA-V can be readily obtained from the value of the vacancy
formation energy:

EV
f = EA

coh− z1ε
(1)
A-V− z2ε

(2)
A-V (15)

where EV
f is the vacancy formation energy in pure W (given

in Table I). εB-V can be obtained from the binding energies of
V-Re configurations. The binding energy of a configuration
involving m solute atoms and n vacancies is defined as:

EBmVn
b = EBmVn

f −mEB
f −nEV

f (16)

where the E f are the respective formation energies of each
structure. In this work, binding energies for the four vacancy-
solute configurations shown in Fig. (2) have been calculated

(cf. Table I). One can now rewrite eq. (16) as a function of
the B-V bond coefficients ε

(1)
B-V and ε

(2)
B-V for each one of the

configurations in the figure:

E(a)
b = ε

(1)
B-V + ε

(1)
A-A− ε

(1)
A-B− ε

(1)
A-V (17a)

E(b)
b = ε

(2)
B-V + ε

(2)
A-A− ε

(2)
A-B− ε

(2)
A-V (17b)

E(c)
b =2ε

(1)
B-V + ε

(2)
B-B +2ε

(1)
A-A + ε

(2)
A-A−2ε

(1)
A-V−2ε

(1)
A-B

−2ε
(2)
A-B +14∆ε

(1)
A-B +10∆ε

(2)
A-B

(17c)

E(d)
b = 2ε

(2)
B-V +2ε

(2)
A-A−2ε

(2)
A-B−2ε

(2)
A-V (17d)

where ∆ε
(m)
A-B is the change in ε

(m)
A-B due to the local solute con-

centration change resulting from the vacancy jump.
To define the dependence on x of ε

(1)
B-V, we must consider

two factors. First, our DFT calculations show that ε
(1)
A-V >

ε
(1)
B-V. Second, x of ε

(1)
B-V is seen to increase with local concen-

tration. Both of these conditions are satisfied by assuming a
dependence such as ε

(1)
B-V(x) = ε

(1)
A-V−ax−1, where a is a fitting

constant. As well, ε
(2)
B-V is seen to independently increase with

concentration, such that ε
(2)
B-V(x) = bx+ c, where b and c are

fitting parameters

3
1

2

(a) (b) (c) (d)

FIG. 2. Configurations of V-Re clusters used to extract bond en-
ergy coefficients εA-V and εB-V. Blue spheres represent vacancies,
red spheres represents Re atoms. All other lattice sites are occupied
by A atoms, which are omitted for clarity. Green spheres indicate
the various equivalent sites for atoms to exchange positions with the
vacancy

εV-V can be readily calculated by considering the binding
energy of a di-vacancy:

EV-V
b,1nn = ε

(1)
A-A + ε

(1)
V-V−2ε

(1)
A-V (18)

EV-V
b,2nn = ε

(2)
A-A + ε

(2)
V-V−2ε

(2)
A-V (19)

It is interesting to note that, in accordance with several other
studies [49, 55–58], EV-V

b,2nn takes a positive value (cf. Table
I), indicating repulsion between vacancies that are at 2nn dis-
tances of each other.

3. Interstitial defect parameters

The interstitial bond coefficients include εAA-A, εAB-A,
εAA-B, εAB-B, εAA-AA, εAA-AB, and εAB-AB. εAA-A and εAB-A
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are calculated directly from the formation energies of SIAs
and mixed dumbbells:

EAA
f =−4ε

(1)
A-A−3ε

(2)
A-A +8ε

(1)
AA-A +6ε

(2)
AA-A (20)

EAB
f =−4ε

(1)
A-A−3ε

(2)
A-A +8ε

(1)
AB-A +6ε

(2)
AB-A (21)

The other bond coefficients are obtained from various binding
energies:

EAA-B
b,1nn = ε

(1)
AA-B + ε

(1)
A-A− ε

(1)
AA-A− ε

(1)
A-B (22)

EAB-B
b,1nn = ε

(1)
AB-B + ε

(1)
A-A− ε

(1)
AB-A− ε

(1)
A-B (23)

EAA-AA
b,1nn = ε

(1)
AA-AA + ε

(1)
A-A−2ε

(1)
AA-A (24)

EAA-AB
b,1nn = ε

(1)
AA-AB + ε

(1)
A-A− ε

(1)
AA-A− ε

(1)
AB-A (25)

EAB-AB
b,1nn = ε

(1)
AB-AB + ε

(1)
A-A−2ε

(1)
AB-A (26)

These formation and binding energies are all taken from the
literature4.

All the bond energy coefficients, the equation used for their
calculation, and the source of the numbers are compiled in
Table II.

4. Migration parameters

The attempt frequency (ν in eq. (6)) used for vacancy jumps
in this work is set to be equal to Debye frequency of W, or
6.5× 1012 Hz [59], while for interstitials we use a value of
1.5×1012 Hz [45].

From eq. (7), there are six different saddle-point bond coef-
ficients: ε

sp(m)
A-A , ε

sp(m)
A-B , ε

sp(m)
A-V , ε

sp(m)
B-A , ε

sp(m)
B-B , and ε

sp(m)
B-V , where

m= 1nn, 2nn. In this notation, ε
sp(m)
α-β represents the energy of

the bond between the atom at the saddle point α and its closest
lattice neighbor β . This means ε

sp(m)
α-β 6= ε

sp(m)
β -α .

The saddle-point bond coefficients connected to a lattice
atom A (W atom), ε

sp(m)
α-A , can be calculated as:

zsp
1 ε

sp(1)
α-A + zsp

2 ε
sp(2)
α-A = Em +∑

n,q
ε
(n)
X-q + ∑

n,r 6=X
ε
(n)
V -r (27)

where zsp
1 and zsp

2 are the numbers of 1st- and 2nd nearest
neighbor of an atom at the saddle point, which are both equal
to 6 for the bcc lattice, and Em is the migration energy. The
term ∆Enon-broken

i j in eq. (7) is zero here since no solute con-

centration change is involved in an A-atom jump. ε
sp(2)
α-A is

obtained from ε
sp(1)
α-A using eq. (9). Vacancy bonds are calcu-

lated in a similar manner.
To calculate the saddle-point bond coefficients pertaining to

B (Re) atoms, ε
sp(m)
α-B , one must consider local solute concen-

tration changes. To this end, we resort to the configurations

4 The only exception being the binding energy between an AA and an AB
interstitial, which is assumed to be equal to the binding energy between
two AA.

shown in Fig. 2(c). The A-B saddle-point coefficients ε
sp(m)
A-B

are obtained from A-atom jumps, labeled ‘1’ and ‘2’ in Fig.
2(c), into the vacant site. The B-B saddle-point coefficient
ε

sp(1)
B-B is computed assuming a B-atom (labeled ‘3’ in the fig-

ure) jump into the vacancy. Equation (9) is then used to obtain
the 2nn coefficients. All the necessary DFT calculations to
calculate the saddle-point bond coefficients were performed
as part of the present work, and are given in Table (III).

The migration energies of SIA and mixed-interstitials, the
activation energy for SIA rotation, as well as the correlation
factors at different temperatures are taken from the literature,
and listed in Table (IV).

5. DFT calculations

Density functional theory calculations were carried out us-
ing the projector augmented wave (PAW) method [60, 61] as
implemented in the Vienna ab-initio simulation package [62–
65]. Since interstitial configurations involve short interatomic
distances “hard” PAW setups that include semi-core electron
states were employed with a plane wave energy cutoff of 300
eV.

Exchange and correlation effects were described using the
generalized gradient approximation [66] while the occupa-
tion of electronic states was performed using the first order
Methfessel-Paxton scheme with a smearing width of 0.2 eV.
The Brillouin zone was sampled using 5×5×5~k-point grids.
(A detailed discussion of the effect of different computational
parameters on the results can be found in Ref. [46]). All struc-
tures were optimized allowing full relaxation of both ionic
positions and cell shape with forces converged to below 10
meV/Å. Migration barriers were computed using 4×4×4 su-
percells and the climbing image-nudged elastic band method
with three images [67].

III. RESULTS

A. Structural phase diagrams

Although our energy model includes thermodynamic infor-
mation reflective of the phase stability of W-Re alloys, the
model consists of a rigid lattice with bcc structure and is thus
suitable only for a given, well-defined, concentration range.
Our DFT calculations yield bond energies that are consistent
with stable solid solutions from zero to approximately 40%
at. Re [27]. This is confirmed by way of sgMC simulations
performed as a function of composition and temperature in
64× 64× 64 computational cells. Figure 3 shows the set of
stable compositions obtained as a function of the chemical
potential for several temperatures. The figure shows a clear
jump in the Re concentration at a temperature of approxi-
mately 100 K. This is typically indicative of a phase boundary,
as two distinct phases characterized by widely different solute
concentrations seem to coexist at the same temperature and
chemical potential. This may be indicative of a miscibility



7

TABLE II. Bond energy coefficients with the equation used for their calculation, and the literature source. x is the local solute concentration

ε
(1)
A-A −1.5815 cohesive energy, eq. (9) This work

ε
(2)
A-A −0.6672 cohesive energy, eq. (9) This work

ε
(1)
B-B −1.4067 cohesive energy, eq. (9) This work

ε
(2)
B-B −0.5935 cohesive energy, eq. (9) This work

ε
(1)
A-B −1.5090−0.0219x mixing energy Ref. [27]

ε
(2)
A-B −0.6366−0.0092x eq. (9) Ref. [27]

ε
(1)
A-V −0.4898 formation energy, eq. (9) This work

ε
(2)
A-V −0.2067 formation energy, eq. (9) This work

ε
(1)
B-V −0.4898−0.009432/x formation energy fitted to ε

(1)
B−V = a+b/x This work

ε
(2)
B-V −0.3311+0.036x formation energy fitted to ε

(1)
B−V = a+bx This work

ε
(1)
V-V 0.5873 1nn binding energy This work

ε
(2)
V-V 0.5566 2nn binding energy This work

ε
(1)
AA-A 0.1740 formation energy, eq. (9) Ref. [46]

ε
(2)
AA-A 0.0734 formation energy, eq. (9) Ref. [46]

ε
(1)
AB-A 0.1104 formation energy, eq. (9) Ref. [46]

ε
(2)
AB-A 0.0466 formation energy, eq. (9) Ref. [46]

ε
(1)
AA-B −0.2750 binding energy Ref. [46]

ε
(2)
AA-B −0.1160 eq. (9) Ref. [46]

ε
(1)
AB-B −0.3486 binding energy Ref. [49]

ε
(2)
AB-B −0.1470 eq. (9) Ref. [49]

ε
(1)
AA-AA −0.1905 binding energy Ref. [50]

ε
(2)
AA-AA −0.0804 eq. (9) Ref. [50]

ε
(1)
AA-AB −0.2505 binding energy Assumed (4)

ε
(2)
AA-AB −0.1057 eq. (9) Assumed (4)

ε
(1)
AB-AB −1.3977 binding energy Ref. [27]

ε
(2)
AB-AB −0.5897 eq. (9) Ref. [27]

TABLE III. Saddle-point bond energy coefficients for vacancy jumps
(in eV).

ε
sp(1)
A-A −2.5975 ε

sp(2)
A-A −0.5041

ε
sp(1)
A-B −2.6451 ε

sp(2)
A-B −0.5532

ε
sp(1)
A-V 0.5465 ε

sp(2)
A-V 0.1060

ε
sp(1)
B-A −2.5188 ε

sp(2)
B-A −0.4888

ε
sp(1)
B-B −2.5417 ε

sp(2)
B-B −0.4943

ε
sp(1)
B-V 0.2902 ε

sp(2)
B-V 0.0563

TABLE IV. Self-interstitial migration parameters. The jump distance
for SIA migration is δ = a0

√
3/2.

EAA
m 0.003 Ref. [25]

EAA
r 0.43 Ref. [25]

EAB
m 0.12 Ref. [27]
f 2.93−0.00055T Ref. [45]

gap between Re concentrations of a few percent and approx-
imately 50 at.%, i.e. beyond the thermodynamic validity of
our rigid lattice model. To further characterize the configu-
rations obtained, we calculate the short-range order (SRO) of

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0 0.1 0.2 0.3 0.4 0.5

X

∆µ

100 K

200 K

300 K

450 K

600 K

900 K

1200 K

1500 K

1800 K

2100 K

FIG. 3. Solute composition X as a function of chemical potential ∆µ

at different temperatures.

the configurations obtained according to the Warren-Cowley
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parameter [68]:

η = N−1
B

NB

∑
i

(
1− xi(A)

1−X

)
(28)

which gives the SRO parameter η of Re atoms w.r.t. matrix W
atoms, with xi(A) being the fraction of A atoms surrounding
each solute atom i. The sum extends to all B atoms in the
system.

According to this definition, η > 0 implies phase separa-
tion, η = 0 represents an ideal solid solution, and η < 0 in-
dicates ordering. However, the SRO parameter of a random
solution has a range of −0.003 to 0.003 regardless of solute
composition due to the random occurrence of dimers, trimers,
etc. Figure (4) shows the equilibrium SRO as a function of
X for several temperatures. As the figure shows, the SRO pa-
rameter is near zero for dilute systems, and gradually becomes
negative as the concentration increases. Based on the figure
we conclude that equilibrium W-Re systems with up to ≈ 40
at.% solute content are consistent with random solid solutions
with a weak tendency to ordering at higher concentrations.
The corresponding T -X phase diagram is provided in Figure
5.
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FIG. 4. Short range order parameter η as a function of global solute
composition X at different temperatures. The dashed line indicate
the SRO interval caused by normal concentration fluctuations during
the generation of atomistic samples.

 300

 600

 900

 1200

 1500

 1800

 2100

0.0 0.1 0.2 0.3 0.4

T
  
[K

]

X

−0.10

−0.05

0.00

0.05

0.10

0.15

0.20

−0
.0

4
−
0
.0

8

Unstable alloy

FIG. 5. Structural phase diagram showing regions of changing SRO.
The dashed lines are the limits of applicability of the rigid bcc lattice
model. The system displays slightly negative SRO throughout the
entire temperature-concentration space, indicating a preference to be
in a solid solution state.

1. Effect of vacancies on phase diagram

It is well known that non-equilibrium concentrations of de-
fects can alter the thermodynamic behavior of an alloy. For
the W-Re system, Wrobel et al. have studied the ternary W-
Re-vacancy system and found that Re clustering occurs in the
presence of non-thermodynamic vacancy concentrations [18].
Clusters appear as semi-ordered structures of alternating so-
lute and vacancy planes –a necessity given the short-range re-
pulsion between Re atoms on the one hand, and vacancies on
the other (cf. Table I). Next, we carry out a similar study in-
volving various vacancy concentrations, temperatures, and so-
lute concentrations to obtain structural phase diagrams such as
that shown in Fig. 5. Each configuration is optimized by com-
bining sgMC steps with energy minimization steps following
the process described in Sec. II C. Figure 6 shows the dia-
grams for vacancy concentrations of Cv = 0.01, 0.1, 0.2, 0.5
at.% using 64×64×64 primitive cells.

As a representative example, Figure 7a shows the equili-
brated configuration at 600 K, 1.8 at.% Re (which occurs for
∆µ = 0.26), and Cv = 0.5 at%. The figure shows several Re-
vacancy clusters with an ordered structure, consistent with the
study by Wrobel et al. [18]. Due to their ordered structure,
these solute-vacancy clusters form only at Re concentrations
that are commensurate with the vacancy concentration in the
system, i.e. at values of X . 0.04 in most cases.

2. Effect of interstitial defects on the phase diagram

Although vacancy concentrations such as those considered
in this section are several orders of magnitude larger than the
vacancy concentration in thermal equilibrium, one can expect
such numbers under far-from-equilibrium conditions such as
under high-dose or high-dose rate irradiation. The case is
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(a) Cv = 0.01 at.%
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(b) Cv = 0.1 at.%
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(c) Cv = 0.2 at.%
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(d) Cv = 0.5 at.%

FIG. 6. Structural phase diagrams for four different vacancy con-
centrations. The diagrams clearly show the emergence of regions of
solute segregation, characterized by positive SRO and a shifting of
the transition phase boundary, η = 0, towards the right (higher con-
centrations).

much more difficult to make for SIAs due to their much higher
formation energy (3.2 vs. 10.2 eV, to take two representative
numbers [46]). However, given the inclination of single in-
terstitials to convert into mixed dumbbells in the presence of
solute, it is of interest to repeat the same exercise of look-
ing at the clustering propensity of Re in such cases. The
results are shown in Figure 8 for a defect concentration of

(a) W-1.8at%Re alloy, 0.5 at%
vacancy concentration.

(b) W-1.4at%Re alloy, 0.1 at%
mixed-interstitials.

FIG. 7. Equilibrated configurations for W-Re alloys containing dif-
ferent defect concentrations at 600 K. Red spheres represent Re
atoms, colored blue or green ones represent the defect in each case.

0.1 at.%. The diagram reveals a stronger clustering tendency
when interstitials are present compared to vacancies. Such an
effect originates from both more attractive binding energies
between mixed-interstitials and solute atoms, and between
mixed-interstitials with themselves. A snapshot of the equi-
librated atomistic configuration is shown in Fig. (7b), where
the precipitates are seen to form platelet-like structures with
a mixed dumbbell core surrounded by substitutional solute
atoms.
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FIG. 8. Structural phase diagram for 0.1 at.% mixed-dumbbell con-
centration. The diagram shows the emergence of regions of solute
segregation, characterized by η > 0, up to X = 0.1%.

B. Kinetic evolution of irradiated W-Re alloys

There are a number of factors that call for performing kMC
simulations in W-Re systems.

1. First, equilibrium Monte Carlo calculations such as
those performed in Section III A do not provide in-
formation about the precipitate nucleation and growth
mechanisms, as well as the timescales involved.

2. Second, there is clear experimental evidence of
Re-cluster formation in the absence of vacancies.
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Hasegawa et al. [9, 69] and Hu et al. [10] have both re-
ported the formation of W-Re intermetallic precipitates
after high-dose, fast neutron irradiation. Moreover, re-
cent irradiation experiments have revealed the forma-
tion of Re-rich clusters with bcc structure, i.e. prior to
their conversion into σ and/or χ precipitates. For exam-
ple, Klimenkov et al. note that Re-rich particles not as-
sociated with cavities formed in neutron-irradiated sin-
gle crystal W [19]. As well, using atom-probe tomog-
raphy Xu et al. have performed detailed analyses of Re-
rich atmospheres in bcc W without detecting significant
numbers of vacancies [14].

3. New understanding regarding interstitial-mediated so-
lute transport in W-Re alloys [26, 27], together with the
results in Section III A 2, call for renewed simulation
efforts incorporating these new mechanisms –in partic-
ular, the three-dimensional and associative nature of Re
transport via mixed-dumbbell diffusion.

These considerations motivate the following detailed study
of the Re precipitation kinetics under irradiation conditions.
First, however, we proceed to calculate diffusion coefficients
and transport coefficients for defect species and solute atoms.

1. Calculation of diffusion coefficients

Tracer diffusion coefficients (i.e., in the absence of a con-
centration gradient) for vacancies, interstitials, and solute
species in three dimensions are assumed to follow an Arrhe-
nius temperature dependence:

D(T ) = ν f δ
2 exp

(
−Ea

kT

)
(29)

where ν is the so-called attempt frequency, f is the correla-
tion factor, δ is the jump distance, Ea is the activation energy,
and D0 = ν f δ 2 is the so-called diffusion pre-factor. Defect
diffusivities can be obtained directly from this equation, with
Ea ≡ Em. For solute diffusion the above expression must be
multiplied times the probability of finding a vacancy in one of
the 1nn positions, such that D0 = z1ν f δ 2 and Ea = Em +EV

f .
However, to calculate the diffusivities of solutes and vacan-
cies as a function of the global solute concentration, fluctua-
tions in local chemistry prevent us from using equations for
homogeneous systems such as eq. (29), and diffusivities must
be obtained by recourse to Einstein’s equation:

D =

〈
∆r2
〉

6∆t
(30)

where
〈
∆r2
〉

is the mean squared displacement (msd) and ∆t
is the time interval. This formula assumes equilibrium defect
concentrations, which are generally several orders of magni-
tude smaller than what a typical simulation cell can afford.
For this reason, the time in eq. (30) is not directly the time
clocked in the kMC simulations, ∆tkMC. Rather, it must be

rescaled by a coefficient that accounts for the difference in
defect concentration [70, 71]:

∆t = ∆tkMC
CkMC

Ceq (31)

where CkMC and Ceq are the defect concentrations in the kMC
simulations and in equilibrium, respectively. For simulations
involving only one defect, CkMC is simply equal to the inverse
of the number of atoms in the computational cell, CkMC =
N−1, while Ceq = exp(−E f /kBT ), where E f is the instanta-
neous defect formation energy, i.e. calculated accounting for
the local chemical environment. This is the approach used
for vacancy mediated diffusion, with EV

f = ∑i εV-αi , where αi
symbolizes the neighboring atoms forming a bond with the
vacancy. During simulations of solute and vacancy diffusion,
EV

f is updated in every Monte Carlo time step and time rescal-
ing is performed on the fly. The starting configuration for all
calculations involving solute atoms is the equilibrated alloy as
obtained in Section III A using sgMC simulations. The results
for the vacancy and solute diffusivities, Dv and Ds, can be
seen in Figure 9, while the parameters resulting from fitting
the data points in the above figures to eq. (29) are collected in
Table V. While Dv displays a moderate dependence with the
solute concentration, Dv is quite insensitive to it.

TABLE V. Diffusion parameters for vacancy and solute diffusion as
a function of solute concentration.

X [at. %] D0 [m2·s−1] Em [eV]
Vacancy diffusion

0.0 (eq. (29)) 4.84×10−7 1.62
0.5 6.86×10−6 1.73
1.0 6.92×10−5 1.87
2.0 1.26×10−3 2.08
5.0 2.57×10−3 2.16

Solute diffusion
0.0 (eq. (29)) 3.87×10−6 1.62+3.17 = 4.79

0.5 7.56×10−7 4.67
1.0 7.80×10−7 4.67
2.0 7.89×10−7 4.66
5.0 6.75×10−7 4.59

As discussed in Sec. II E 4, self-interstitial migration occurs
by way of fast sequences of 〈111〉 transitions punctuated by
sporadic rotations, whereas mixed dumbbell diffusion occurs
via random 〈100〉 hops in three dimensions. Interstitial diffu-
sivities of both types can be calculated straightforwardly by
using eq. (29) parameterized with the data in Table IV.

2. Calculation of transport coefficients

Within linear response theory, mass transport can be related
to chemical potential gradients via Onsager’s phenomenolog-
ical coefficients. The value and sign of these transport coef-
ficients can provide important physical information about the
nature of solute and defect fluxes. On a discrete lattice, the
transport coefficients Li j coupling two diffusing species can
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FIG. 9. Diffusivities of vacancies and solute atoms as a function of
temperature and alloy concentration. The solid lines correspond to
the Arrhenius fits shown in Table V, while the dashed line corre-
sponds to eq. (29).

be calculated as [40, 72]:

Li j =
1

6V

〈
∆ri∆r j

〉
∆t

(32)

where V is the total volume of the system; ∆ri is the total dis-
placement of species i, and ∆t is the rescaled time. Here we
focus on the relationship between solutes and vacancy and so-
lute atoms, LB-B, and LB-V, as a function of temperature and
solute content. Due to the associative transport mechanism of
AB interstitials, the corresponding transport coefficient relat-
ing interstitials with solute atoms is always positive and we
obviate its calculation. Figure 10a shows the results for LB-B,
which displays an Arrhenius temperature dependence and is
always positive. The dependence with solute concentration is
not significant up to 5%, with an average activation energy of
4.7 eV –very similar to the solute diffusion activation energy–
and a prefactor of approximately 3.9× 1020 m−1·s−1. LB-B
is by definition related to the solute diffusion coefficient pre-
sented above.

In Figure 10b we plot the ratio LB-V/LB-B. Two observa-
tions stand out directly from the figure. First, the value of

LB-V is always negative (the exception being at 450 K, when
is almost zero). This indicates a reverse coupling between
solutes and vacancies, i.e. vacancy fluxes would oppose so-
lute fluxes. The implications of this calculation will become
clearer when we study solute precipitation in the next section.
Second, LB-V is on average about an order of magnitude larger
than LB-B,which is to be expected for substitutional solutes
moving by a vacancy mechanism.
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FIG. 10. Phenomenological transport coefficients for solute-solute
and vacancy-solute interactions.

3. Kinetic Monte Carlo simulations

To narrow down the large parametric space associated with
irradiation of W-Re alloys (Re concentration, temperature,
dose, dose rate, etc.), we resort to the study performed in Secs.
III A and III A 1. It was seen there that segregation occurs
most favorably at low solute compositions. For this reason,
and to enable comparison with the work by Xu et al. [13, 14],
we choose a W-2.0% at. Re alloy for our study. By way of
reference, this would correspond to the transmutation frac-
tion attained after a dose of 12 dpa or 4 full-power years in
DEMO’s first wall according to Gilbert and Sublet [5]. When
relatively high concentrations of defects are present –as one
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might expect during irradiation– precipitation is also favored
at high temperatures, so here we carry out our simulations be-
tween 1700 and 2000 K. We use box sizes of 643 and 803 with
a damage insertion rate of 10−3 dpa per second. As shown in
Appendix A, the equivalence relation that exists between both
box sizes enables us to compare them directly. The three dif-
ferent defect-sinks discussed in Sec. II D are all considered
here.

We first investigate the kinetic evolution of a system with
no sinks. Eight independent simulations were conducted. It
is seen that after an average waiting time of ≈ 21 seconds
(or ≈ 0.02 dpa) one precipitate starts to grow in all cases.
This time can be regarded as the average incubation (nucle-
ation) time for the conditions considered in the study. Figure
11 shows the mean size from all eight cases as a function of
growth time, i.e. initializing the clock after the cluster nuclei
are formed regardless of the observed incubation time. The
dashed line in the figure is the associated spherical growth
trend, which the precipitates are seen to follow for approxi-
mately 20 s. Subsequently, growth stops at a saturation radius
of 4 nm, which is seen to be the stable precipitate size. A
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FIG. 11. Precipitate growth with time at 1800 K and 10−3 dpa·s−1 in
a W-2.0% at. Re alloy. The dashed line represents perfect spherical
growth (cf. A). A surface reconstruction rendition of one precipitate
at various times is provided as inset.

surface reconstruction rendition of one of the precipitates is
also provided in the figure as a function of time. This depic-
tion as a compact convex shape is not intended to represent
the true diffuse nature of the cluster, and is only shown as an
indication of the cluster average size and shape.

The next question we address is the solute concentration
inside the precipitate. Xu et al. [13, 14] have performed de-
tailed atom probe analyses of radial concentration profiles at
573 and 773 K and find that the precipitates that form might
be better characerized as ’solute clouds’, reaching concentra-
tions of around 30% in the center gradually declining as the
radius increases. Our analysis is shown in Figure 12, with re-
sults averaged over the 8 cases tried here. The figure shows

that the concentration at the precipitate core (within the inner
1.5 nanometers) surpasses 50% –the thermodynamic limit for
the formation of intermetallic phases–, which could provide
the driving force for such a transformation. Because our en-
ergy model is not valid above the solid solution regime, we
limit the interpretation of such phenomenon however. What
is clear is that the precipitates are not fully-dense, even near
their center. In fact, the relative solute concentration appears
to diminish near the precipitate core once the saturation point
has been reached.
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FIG. 12. Radial concentration profile as a function of time for the
precipitates formed in the kMC simulations. The experimental re-
sults are taken from the work by Xu et al. [14].

Finally, we address the issue of whether it is vacancy or
interstitial mediated transport that is primarily responsible for
solute agglomeration and the formation of Re-rich clusters. To
this end, we track the evolution with time of the incremental
SRO change brought about by any given kMC event during
the formation of one the precipitates discussed above. The
results are given in Figure 13, where contributions from SIA
and mixed interstitial jumps, vacancy jumps, and Frenkel pair
insertion are plotted. These results conclusively demonstrate
that mixed-interstitial transport is dominant among all other
events to bring solute together. Vacancies, on the other hand,
serve a dual purpose. They first act as a ‘hinge’ between so-
lute atoms that would otherwise repel, much in the manner
shown in Fig. 7a. This results in an initial positive contribu-
tion to the SRO, as shown in the inset to Fig. 13, by forming
dimers, trimers, or other small solute clusters. However, once
a critical nucleus forms and starts to grow, vacancies reverse
this behavior and act to dissolve the precipitate (differential
SRO turns negative in Fig. 13), mostly by making the precip-
itate/matrix interface more diffuse. As expected, Frenkel pair
insertion has practically no effect on the overall precipitate
evolution.

The precipitate grows by a sustained capture of mixed in-
terstitials and subsequent attraction of vacancies. This gives
rise to localized recombination at the precipitate, which makes
the precipitates incorporate solute atoms over time. Figure 14
shows the spatial location of the recombination events during
a period of 2.0 s before, during, and after precipitate growth.
The figure clearly shows that, once formed, the precipitate
becomes a preferential site for recombinations, which results
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FIG. 13. Evolution of the differential SRO during the nucleation and
growth in the kMC simulations.

in further growth and eventually in saturation. Because the
primary source of solute is via interstitial transport, which
also brings W atoms, the precipitates are never fully compact
(x∼ 1). Instead, maximum concentrations of around 50% are
seen near the center when the precipitates reach their satura-
tion size of 4-nm radius. As we will discuss in the next sec-
tion, this is consistent with experimental measurements and
observations of both coherent bcc clusters and incoherent σ

and χ phases.
Simulations performed with defect sinks in the same tem-

perature range simply result in solute segregation in the man-
ner described in our previous work [28]. Radiation induced
precipitation results from the onset of defect fluxes to the
sinks, providing sufficient competition to delay the formation
of bulk precipitates beyond the time scales coverable in our
kMC simulations. More information is provided in the Sup-
plementary Information.

IV. DISCUSSION AND CONCLUSIONS

A. Mechanism of nucleation and growth

On the basis of our results, the sequence of events that leads
to the formation of Re-rich precipitates in irradiated W-2Re
(at%) alloys is as follows:

1. First, a Frenkel pair is inserted in the computational
box following the procedure specified in Sec. II D.
As interstitials enter the system, they perform a one-
dimensional migration until they encounter a solute
atom, after which they become mixed AB dumbbells
capable of transporting solute in 3D. As these mixed
dumbbells diffuse throughout the lattice, they encounter
substitutional solute atoms and become trapped forming
a B-AB complex with a binding energy of 0.15 eV (cf.
Table I).

2. The vacancy in the Frenkel pair migrates throughout the

(a) During cluster nucleation.

(b) During precipitate growth

(c) After size saturation.

FIG. 14. Spatial distribution of recombination events for several
stages of precipitate evolution.

lattice contributing to the formation of small Re com-
plexes (dimers, trimers, tetramers, etc.). Vacancy mo-
tion does not necessary imply solute drag, as indicated
by the negative value of transport coefficients in Sec.
III B 2. However, as the evidence from the Metropolis
Monte Carlo simulations in Fig. 6 suggests, they can
form small complexes of stable Re-V clusters.
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3. The vacancy can become locally trapped in the small
Re-V complexes mentioned above. However, at the
high temperatures considered here, it is likely to de-trap
and continue migrating until it finds the immobilized
interstitial from (1), as this provides the largest thermo-
dynamic driving force to reduce the energy of the crys-
tal. When the vacancy and the interstitial meet, another
small V-Re cluster is formed. Throughout this process,
both mixed interstitial and vacancy hops are character-
ized by an increasing differential SRO parameter (cf.
Fig. 13).

4. Eventually, one of these Re clusters grows larger than
the rest due to natural fluctuations. When that happens
the likelihood that the V-AB recombination will take
place at that larger cluster grows. This signals the on-
set of the growth process, fueled by continued attraction
of AB mixed dumbbells and the subsequent associated
recombination. At this stage, vacancies reverse their
role as solute-atom ‘hinges’ and begin to contribute to
cluster dissolution (negative differential SRO parame-
ter in Fig. 13). This results in the development of a
more or less diffuse interface as the precipitate grows,
which delays the next recombination event and slows
down growth.

5. Although the precipitate continues to be the main pole
of attraction for vacancy-interstitial recombinations (cf.
Fig. 14), the system reaches a point where most of the
solute is consumed into a diffuse precipitate that halts
further growth. Vacancies then have more time to inter-
act with the interface atoms before the next recombina-
tion event, which results in a smearing of the precipitate
interface. In the absence of sinks, or other precipitates,
the existing cluster is the sole focus of solute agglom-
eration, which allows it grow to its maximum size for
the current alloy content of 2% Re. It is to be expected
that with competing solute sinks, the precipitates might
either be slightly smaller in size or less solute-dense in-
ternally.

This qualitative explanation is built on direct evidence and in-
terpretation from our results, described in detail in Sec. III.
However, to support some of the above points more explicitly,
we provide additional details as Supplementary Information.

Interestingly, the essential features of our mechanism were
originally proposed by Herschitz and Seidman [23, 24] on
the basis of atom probe observations of neutron-irradiated W-
25Re alloys. Remarkably, these authors had the intuition to
propose the basic elements needed to lead to Re precipitate
formation identified in our work with the more limited under-
standing available at the time.

B. Brief discussion on the validity of our results

Our simulations are based on a highly-optimized imple-
mentation of the standard kMC algorithm. With the compu-
tational resources available to us, we can reasonably simulate

systems with less than 500,000 atoms into timescales of tens
of seconds. This has proven sufficient to study Re clustering at
high temperatures, where vacancy mobility is high and com-
parable to mixed-interstitial mobility. Recall from the pre-
vious section that the formation of clusters is predicated on
the concerted action of both defect species, with mixed in-
terstitials becoming trapped at small Re clusters followed by
a recombination with a vacancy that makes the cluster grow
over time. Clustering and precipitation of Re in irradiated
W has been seen at temperatures sensibly lower than those
explored here, such as 573 and 773 K for ion-irradiated W-
Re [13, 14, 73], 773 and 1073 K for neutron irradiated W in
HFIR [10], 1173 K in neutron irradiated W in the HFR reac-
tor [19], and Williams et al. at 973∼1173 K in EBR-II [22].
The work by Hasegawa et al. in JOYO [9, 74] does cover
–by contrast– a similar temperature range as ours. The prin-
ciple is that the mechanism proposed here can be conceivably
extended to lower temperatures without changes with just a
timescale adjustment due to the significantly slower mobility
of vacancies at those temperatures. This would require simu-
lated times that are far too long to cover with kMC.

An intrinsic limitation of our model is that it is based on a
rigid bcc lattice and cannot thus capture the transition of pre-
cipitates to the intermetallic phase. As such, our model does
not necessarily reflect the true microstructural state when the
local concentration surpasses 40∼50%, which is when phase
coexistence is expected to occur according to the phase dia-
gram [75]. However, our simulations are useful to determine
the kinetic pathway towards the accumulation of Re concen-
trations in the vicinity of that amount. Neutron irradiation ex-
periments such as those performed at JOYO and HFIR reveal
the formation of acicular σ and χ precipitates [9, 10, 22, 74],
which presumably indicates reaching local values of Re con-
centration of or higher than 40∼50% at the site of precipi-
tate formation. However, in controlled ion irradiation exper-
iments [13, 14, 73] there is clear evidence that the precursor
to the formation of these intermetallic precipitates are non-
compact Re-rich clusters with bcc structure. We cannot but
speculate how the transition from these solute-rich clusters to
well-defined line compounds σ and χ takes place (perhaps via
a martensitic transformation, as in Fe-Cu systems [76]), but it
is clear that it is preceded by the nucleation and growth of
coherent Re clusters. In our simulations, we find that the clus-
ters have a maximum concentration of ≈50% in the center, in
contrast with Xu et al., who observe concentrations no larger
than 30%. This disparity may simply be a consequence of the
different temperatures considered relative to our simulations
(773 vs 1800 K), as it is expected that the accumulation of so-
lute by the mechanism proposed here will be accelerated by
temperature.

As well, our Re clustering mechanism is predicated on the
insertion of Frenkel pairs, when it is well known that fast neu-
tron and heavy-ion irradiation generally result in the forma-
tion of clusters of vacancies and interstitials directly in dis-
placement cascades. However, even here tungsten is some-
what of a special case. Recent work [77–79] suggests that
most of the defects in high-energy (>150 keV) cascades in
W appear in the form of isolated vacancies and interstitials.
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This, together with the fact that most displacement cascades
for non-fusion neutrons and heavy ions have energies well be-
low the 150-keV baseline, gives us confidence that our mech-
anism would be operative even in such scenarios.

C. Implications of our study

Beyond the obvious interest behind understanding the ki-
netics of Re-cluster formation in irradiated W-Re alloys, our
model is useful to interpret other physical phenomena. For
example, it is well known that swelling is suppressed in ir-
radiated W-Re alloys compared to pure W [20]. By provid-
ing enhanced avenues for interstitial-vacancy recombination,
small Re clusters capture mixed interstitials, allowing suffi-
cient time for vacancies to subsequently find them and sup-
pressing the onset of swelling. Intrinsic 3D mobility of mixed
dumbbells is likely to favor recombination as well. Note that
this explanation for swelling suppression is different to the
one proposed for Fe-Cr alloys, where 1D migration of SIAs is
restrained by Cr atoms [80].

Finally, the mechanisms proposed here refer to homoge-
neous nucleation, i.e. Re clustering occurs without any assis-
tance from RED or RIP, and hence without the need for defect
sinks. This is again a remarkable feature of these alloys, con-
firmed in several studies [14, 19, 24]. As noted by Herschitz
and Seidman, “The coherent precipitates were not associated
with either linear or planar defects or with any impurity atoms;
i.e. a true homogeneous radiation-induced precipitation oc-
curs in this alloy”, or by Klimenkov et al., who point out that
“The formation of Re-rich particles with a round shape was
detected in the single crystal material. These particles were
formed independently of cavities”. We leave out heteroge-
neous precipitation at voids, as the evidence in the literature
is conflicting at this stage: discounted in some works [14, 24]
and observed in others [19].
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Appendix A: Size dependence of physical time in kMC
simulations

As explained in Section IV, the mechanism of formation of
Re clusters requires the concerted action of both interstitials
and vacancies. In order to be able to capture their forma-
tion during reasonable computational times, the temperature
regime considered must be one where the mobility of both
species is comparable (1700∼ 2000 K in our case). Then, the
rate of arrival of solute atoms to a previously-nucleated Re
cluster can be approximated by:

rs =
1

tFP + tdi f f
(A1)

where tFP and tdi f f are the average time in between successive
Frenkel-pair insertions and a characteristic diffusion time re-
quired by a vacancy and an interstitial to recombine with one
another. rs is measured in units of atoms per unit time. At
the temperatures and dose rates considered here, tFP � tdi f f ,
such that rs ≈ tFP

−1. Assuming then that for each Frenkel pair
inserted a minimum of one solute atom is transported:

rs =
dNB

dt
= rdpaN (A2)

where NB is the total number of solute atoms in the precipi-
tate. rdpa in the above equation is the damage rate, expressed
in units of [dpa·s−1]. The precipitate volume growth rate is
directly equal to the atomic volume times rs:

V̇ppt = Ωars = Ωa
dNB

dt
= ΩardpaN (A3)

Assuming that the precipitate is close to spherical:

V̇ppt = 4πRppt
2Ṙppt = ΩardpaN

And, operating, we arrive at the equation for the evolution of
the precipitate radius with time:

Rppt =

(
ΩardpaNt

4π

) 1
3

(A4)

which is the equation used for fitting in Fig. 11.
Then, from eq. (A2), for a given constant dpa rate, it is

clear that the ratio rs(V1)N−1
1 = rs(V2)N−1

2 = constant, where
V1 and V2 are two different box sizes. For as long as the ap-
proximation in eq. (A1) is valid, then:

t(1)FP N1 = t(2)FP N2 = constant

which allows us to compare simulations done on box sizes
of 643 and 803 directly. We emphasize that at lower tempera-
tures, and/or high dose rate, where tFP≈ tdi f f , this comparison
is no longer valid.
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We assess the performance of nonempirical, truly nonlocal, and semilocal functionals with regard to structural
and thermal properties of 3d , 4d , and 5d nonmagnetic transition metals. We focus on constraint- based functionals
and consider the consistent-exchange van der Waals density-functional version vdW-DF-cx [Phys. Rev. B 89,
035412 (2014)], the semilocal PBE functional [Phys. Rev. Lett. 77, 3865 (1996)], and the PBEsol functional
[Phys. Rev. Lett. 100, 136406 (2008)], as well as the AM05 metafunctional [Phys. Rev. B 72, 085108 (2005)].
Using the quasiharmonic approximation, the structural parameters, elastic response, and thermal expansion
at finite temperatures are computed and compared to experimental data. We also compute cohesive energies
explicitly including zero-point vibrations. It is shown that overall vdW-DF-cx provides an accurate description
of thermal properties and retains a level of transferability and accuracy that is comparable to or better than
some of the best constraint-based semilocal functionals. Especially, with regard to the cohesive energies, the
consistent inclusion of spin-polarization effects in the atoms turns out to be crucial, and it is important to
use the rigorous spin-vdW-DF-cx formulation [Phys. Rev. Lett. 115, 136402 (2015)]. This demonstrates that
vdW-DF-cx has general-purpose character and can be used to study systems that have both sparse and dense
electron distributions.

DOI: 10.1103/PhysRevB.95.085147

I. INTRODUCTION

The adiabatic connection formula (ACF) enables a formal
determination of all exchange-correlation (XC) effects in
density-functional theory (DFT) [1–3]. The XC energy density
functional (DF) Exc can be seen as the electrostatic binding
of electrons with its associated XC hole. Good Exc approx-
imations represent the core of DFT, and Exc formulations
reflect insight pertaining to the collective response of the
interacting electron gas [2,3]. Important progress was achieved
by enforcing hole conservation and other physical constraints
in the formulation of the local density approximation (LDA)
as well as semilocal functionals based on the generalized
gradient approximation (GGA). Hole conservation underpins,
for example, the PBE functional [4], that has proven to
be highly successful as a general-purpose functional for
problems in which physical behavior is governed by the
response at large electron concentrations. Specifically, the
PBE functional is accurate for both hard materials and
individual molecules, and accordingly it has found widespread
applications [5].

The past decade has witnessed the successful introduction
of the van der Waals (vdW) density-functional (vdW-DF)
method [6–10], launched as a systematic extension [11–13] of
the LDA and the GGA. Unlike local and semilocal functionals
such as the latter two, it describes also the much larger class of
sparse systems [14], e.g., molecular solids, layered materials,
and weak chemisorption cases, in which binding across

*erhart@chalmers.se
†hyldgaar@chalmers.se

internal voids arises from a truly nonlocal, vdW-type binding.
The Chalmers-Rutgers vdW-DF method is focused on the
electron response and has both regular releases (vdW-DF1 [7],
vdW-DF2 [15], and vdW-DF-cx [16]) and variants (including
vdW-DF-C09 [17], optB88, optPBE [18], optB86b [19], and
rev-vdW-DF2 [20]). It has recently been extended with a
rigorous spin formulation that reflects the vdW-DF design
logic [21]. There are also related but alternative formulations
of the nonlocal-correlation term in the Vydrov–van Voorhis
family (VV09 [22], vdW-DF-09 [23], and VV10 [24]) and
approaches that emphasize multipole response and mutual
coupling of exchange holes [25–27]. In addition, there are
approaches that focus on the dipole and multipole response
of orbitals, atoms, and clusters (typically obtained outside
of the ground-state DFT framework), compute the mutual
coupling energy, and add it to a traditional ground-state DFT
description [28–39]. It is commonly required that the chosen
approach must be accurate both when there are important
regions of low-electron concentration, i.e., sparse matter such
as in intermolecular binding [14], and when studying dense
matter, i.e., harder materials such as transition metals.

The recent consistent-exchange version, vdW-DF-
cx [9,13,16], uses the vdW-DF plasmon-pole response descrip-
tion also to determine the semilocal component of the vdW-DF
method. vdW-DF-cx is determined by a dielectric-response
description that automatically enforces current conservation
in the screening response [7,13]. The vdW-DF-cx method
effectively uses the same plasmon-pole response to define both
gradient-corrected exchange and nonlocal correlations. This
new vdW-DF version thereby minimizes a hidden crossover
term δE0

x that generally enters in the vdW-DF family of
functionals [16].

2469-9950/2017/95(8)/085147(12) 085147-1 ©2017 American Physical Society
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vdW-DF-cx has already proven itself accurate and useful in
a number of problems that involve both regions of sparse and
dense electron distributions such as molecular dimers [16,40],
layered materials [9,41–45], semiconductors [9,46], molecular
crystals [47,48], adsorption processes [21,49], as well as
weak chemisorption, molecular switching, and molecular self-
assembly [21,49,50]. The ACF foundation and the emphasis
on conservation laws in the vdW-DF-cx construction further
suggests a general-purpose nature [9] and motivates a compre-
hensive investigation of its performance also for regular dense
matter. This is particularly interesting since earlier members
of the vdW-DF family have repeatedly been found to yield an
inferior description of traditional bulk materials, in particular
the late transition metals [49].

Here, we benchmark vdW-DF-cx for thermophysical prop-
erties of nonmagnetic transition metals, for which extensive
experimental data are available for comparison [51–53].
Specifically, we consider lattice parameters, thermal expan-
sion, and bulk moduli at finite temperature as well as the
cohesive energies including zero-point contributions at the
level of the quasiharmonic approximation (QHA). This data set
explicitly tests not only the description of energy and structure
but also forces, going beyond the set of properties commonly
considered in comparative assessments of XC functionals.
In addition to vdW-DF-cx, we consider the constraint-based
semilocal functionals, PBE [4] and PBEsol [54], as well as
AM05 [55].

We show that vdW-DF-cx meets and exceeds the per-
formance of the PBE, PBEsol, and AM05 functionals for
nonmagnetic transition metals. This suggests that vdW-DF-cx
provides a good, balanced description of nonlocal exchange
and nonlocal correlation also in these types of materials.
vdW-DF-cx thus remains a candidate for serving as a general-
purpose materials-theory tool, working for both hard and soft
matter [9].

The remainder of this paper is organized as follows.
The next section provides an overview of the constraint-
based functionals considered in the present work, while
methodological aspects are compiled in Sec. III A. Section IV
describes the main results, and Sec. V provides a summary
and conclusions. A detailed compilation of results including a
per-element comparison with experimental data can be found
in the supplementary material [56].

II. CONSTRAINT-BASED NONLOCAL FUNCTIONALS

A. General aspects

Comparisons among constraint-based nonlocal functionals
are valuable in our drive to further improve truly nonlocal
DFs. Several previous studies have shown that some vdW-DF
approaches can work well for solids [9,18–20,39,57]. While
this has helped build trust in the vdW-DF method, constraint-
based functionals such as vdW-DF-cx, PBE, and PBEsol
are all linked to the ACF and conservation [4,13,16,54] and
can thus be expected to yield good transferability. Similarly,
AM05 is linked to other constraints, interpolating between
model systems [54,55]. Yet as briefly reviewed below, different
physical aspects were emphasized in their construction, and
one can thus expect to gain insight into strengths and

limitations of each approach exactly because these functionals
are each representatives of a specific design logic. By focusing
the present benchmark on constraint-based functionals, we are
thus able to draw more general conclusions.

The four functionals considered in the present work
share some common traits while also having some distinct
differences in their design logic, making it interesting to
contrast their performance. All matter has internal surfaces
with a variation between higher and lower electron density
regions, and insight from surface physics underpins all the
designs. It led Langreth and Perdew to the early GGA [3] and
it entered the specification of gradient-corrected correlation in
PBEsol [54] and AM05 [55]. These concepts are also central
to the development of the vdW-DF method [6,10], which takes
the surface idea further than in the GGA. This is done by noting
that a semilocal representation of the electron-gas response
does not retain a full description of the electrodynamical
coupling among (GGA) XC holes [6,10–13]. The electro-
dynamical coupling is relevant, for example, when there are
multiple interacting density fragments (molecules or surfaces)
separated by a region with low electron concentration [6,13].

The Fermi wave vector kF (r) = [3π2n(r)]
1/3

sets a local
energy scale via the LDA exchange energy per particle,
εLDA
x (r) = −(3/4π )kF (r). We take semilocal functionals to

imply that the XC hole form or the energy per particle depend
exclusively on the local (spin) density n(r) and the local
scaled gradient s(r) = |∇n|/[2n(r)kF (r)]. Semilocal GGA
functionals can be expressed via the local variation in the
XC energy per particle,

εGGA
xc (r) ≡ Fxc(n(r),s(r))εLDA

x (r). (1)

Here, the XC enhancement factor Fxc(n(r),s(r)) reflects the
physical nature of the associated semilocal XC hole [4,54].

In addition to functionals that (like PBE, PBEsol, AM05,
and present vdW-DF versions) use a gradient-corrected ex-
change description, there are also ongoing developments of
constraint-based meta-GGAs (MGGAs), including the new
SCAN-MGGA and TM-MGGA [58–60]. These functionals
also employ the variation in the local kinetic-energy density
to refine the account of nonlocal XC effects. The inclusion of
such higher-order XC effects is important for a description of
weaker binding at intermediate distances, and it also improves
the description of the bulk structure and cohesion over that of
the constraint-based GGAs [59,60]; not considering dispersive
interactions, the performance of such new MGGAs for bulk
structure (as obtained in other codes) is better than what we
are documenting here for vdW-DF-cx [59]. It is, however,
beyond the present scope to also benchmark these new highly
constraint-based MGGAs.

In a continued development of the vdW-DF method, we
chose to focus on constraints. There are at least four important
criteria that can help the design of robust and transferable
density functionals:

(i) Conservation of the exchange-correlation (XC) hole
[2,3,9,13,61–63].

(ii) Current conservation in the description of the electro-
dynamical response that underpins the definition of the XC
hole via the ACF [2,3,13,64].
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(iii) Adherence to the global Lieb-Oxford bound (g-LOB)
[65–67].

(iv) Most relevant for developing the vdW-DF method:
avoidance of spurious exchange (non-vdW) binding arising
at intermediate-to-far fragment separations [7,68,69].

Charge conservation, criterion (i), has long been understood
as being essential for the design of robust, transferable density
functionals. After all, the combination of the electron and
its associated XC hole must be charge-neutral for the DFT
treatment (as a noninteracting quasiparticle) to be sensible [3].
Compliance with criterion (ii) is essential in the definition of
the vdW-DF method [7,10], and it was explicitly used in mo-
tivating the formulation of the vdW-DF-cx method [13]. Also,
closely related insight on the F -sum rule was central in the
definition of both the LDA [2,3,64] and the constraint-based
GGAs (r)PW86 [69,70], PBE [4], and PBEsol [54]. Criterion
(iv) is relevant for avoiding double counting in the present
vdW-DF versions (which starts with gradient-corrected ex-
change [13]). Seeking a meta-vdW-DF (starting instead from
the new MGGAs) is interesting since it may thus be possible
to better discriminate between spurious and physical binding
at intermediate distances [59,60]; at present, however, one
is motivated to pick the exchange enhancement Fx(s) ∼ s2/5

asymptotically [6,7,10,15,69]. The original and revised
PW86 [69,70], PBE [4], PBEsol [54], as well as both the
original vdW-DF and the new vdW-DF-cx should be seen as
highly constrained: They incorporate the first two criteria [(i)
and (ii)], while criteria (iii) and (iv) are expected to be fulfilled
in actual calculations.

B. The PBE functional

The PBE functional [4] is an important example of a
constraint-based GGA [5,71]. The PBE was designed by first
constructing a numerical GGA with an enhancement factor
F̃xc that reflects conditions on the shape of the semilocal XC
hole description and, in a subsequent step, by extracting an
analytical form for the PBE Fxc for practical use. One can
expect a high degree of transferability because it is anchored
in conservation laws [2,3]. In fact, the PBE functional has had
a huge impact on materials theory and has turned out to be an
extremely successful general-purpose functional for systems
with dense electron distributions including both individual
molecules and hard materials [5].

C. The PBEsol functional

One of the best-performing constraint-based semilocal
functionals for condensed matter is the PBEsol functional [54].
While, as in the case of PBE, the nature of screened many-
body response and the XC hole were emphasized during its
construction, its authors also relied on other formal results in
its design. The GGA framework that underpins both PBE and
PBEsol is very powerful, but it is not possible to satisfy all
constraints at the same time.1 The PBE functional is highly
transferable and works very well for both molecular formation

1The relation between PBE and PBEsol reflects in part the physical
insight used for picking the form of gradient-corrected exchange
enhancements [54]. Both functionals use conserving (albeit different)

energies and the structure and energies of hard materials. As
a result of the diagrammatic (gradient-expansion) emphasis,
PBEsol yields an even better description of the structure of
hard materials [54].

PBE and PBEsol are designed also to comply with a so-
called local Lieb-Oxford bound (l-LOB). This condition is
formulated as

Fx(s(r)) < 1.804. (2)

By complying to Eq. (2), the g-LOB criterion (3) is automati-
cally satisfied. It should also be noted that there exist densities
(shell-like structure) for which breaking the l-LOB also means
violating the g-LOB [65,67]. It is desirable to explicitly test
compliance with the g-LOB criterion (3) for actual calculations
when the GGA-exchange description can violate the l-LOB
condition (2).

D. The AM05 functional

The AM05 constraint-based functional [55] performs very
well for describing the structure of dense materials. The AM05
provides, in principle, an exact account of exchange effects
for surfaces, i.e., the boundary between regions of higher
and lower electron densities, whereas for internal regions
this surface-exchange description is merged with that of the
LDA. It relies on reference input other than formal many-
particle theory, and it is not usually counted as constraint-
based [54,66], yet it is parameter-free and therefore included in
this benchmarking. Like PBEsol, the AM05 functional extracts
the gradient-corrected correlation from a study of the jellium
surface energy. While it has different roots from those of PBE
and PBEsol, it can be viewed as a semilocal functional since
it is possible to express the energy per particle variation using
Eq. (1). Like the regular GGAs, it lacks an account of truly
nonlocal correlation effects. The exchange enhancement in
AM05 is such that the l-LOB condition (2) can be broken, but
it is not clear to what extend it will affect calculations for dense
matter, e.g., transition metals and other bulk systems.

E. The vdW-DF framework

The vdW-DF method [6–8,10,12,16] represents a system-
atic nonempirical extension of both LDA and the semilocal
GGA description [9,13,21]. The very first version of this
method was conceived two decades ago starting from a
simple Ashcroft picture [11] of vdW binding in the itinerant
electron gas [10,13]. It provides seamless integration with a
GGA-type description while enforcing conservation laws on
the underlying many-body response description [7,8,10,13].
The method predates the PBEsol and AM05 functionals,
and its origin [12] actually coincides with the launching
of the PBE functional [4]. The vdW-DF method captures

approximations for the semilocal XC hole. In the case of the PBE
functional, one arrives at a small-s expansion that is also suggested
by exact-scaling results for atomiclike high-density regions [5,54,71].
By contrast, in the construction of PBEsol, one obtains a behavior
consistent with diagrammatic results for pure exchange in the weakly
perturbed electron gas.
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vdW forces among dimers in the asymptotic and the binding
limits [7,72–77] as well as attraction between two-dimensional
layers [6,41–43,68]. Importantly, it also captures the more gen-
eral problem when nonlocal correlation forces compete with
other types of forces [9], for example, giving rise to binding
across important regions of low electron densities [10,14].
The method was expected to be relevant in first-principles
DFT for both pure vdW problems including regular physisorp-
tion [49,78–80], porous-materials gas absorption [81–90],
and DNA base-pair interactions [91–95]. It was also quickly
realized that truly nonlocal correlations affect materials
descriptions much more broadly than what was perhaps
originally anticipated [10,14,57,77,96–100]. The recent vdW-
DF formulations are, for example, proving themselves valuable
in the treatment of organic-inorganic interfaces and general
weak-chemisorption problems [18,21,35,49,50,96,101–104].

The vdW-DF framework formally constitutes an ACF
recast [7,10,13]

Exc =
∫ ∞

0

du

2π
Tr{ln[∇ε(iu) · ∇G]} − Eself. (3)

Here, Eself and G denote the Coulomb self-energy and
Green function, respectively, u is a complex frequency, and
ε denotes a suitable approximation for a scalar, nonlocal
dielectric function. The trace is over all spatial coordinates. The
vdW-DF framework has exact screening, and it defines ε via
a plasmon-pole response description that reflects constraints
such as the F sum rule [7,9,10,13]. The vdW-DF method
begins with a plasmon-pole approximation for a screened
response treated at the GGA level, i.e., by choosing ε(iu)
so that it reflects the shape of an internal XC hole correspond-
ing to a GGA-type semilocal functional Ein

xc. The vdW-DF
method proceeds to define semilocal and nonlocal functional
components,

EvdW-DF
xc = E0

xc + Enl
c , (4)

where the semilocal component satisfies

E0
xc ≈ Ein

xc (5)

while the truly nonlocal XC energy term is defined as

Enl
c =

∫ ∞

0

du

2π
Tr{ln[∇ε(iu) · ∇G] − ln[ε(iu)]}. (6)

The vdW-DF framework can be interpreted as a rigorous
implementation of the Ashcroft picture of vdW forces since
Eq. (6) formally counts the shifts in electronic zero-point
energies that arise with an electrodynamical coupling between
the internal GGA-type XC holes [13]. In the most widely used
general-geometry versions, the evaluation of Eq. (6) involves
a second-order expansion that allows an efficient universal
kernel formulation [7,8,10]. The vdW-DF versions are entirely
nonempirical and rest solely on the physics that underpins
the LDA XC energy and the GGA-type gradient-corrected
exchange in E0

xc and Ein
xc.

Here we benchmark the finite-temperature performance of
the recent consistent-exchange version vdW-DF-cx [16]. In
this functional, the exchange component in E0

xc is chosen to
minimize

δE0
x ≡ E0

xc − Ein
xc (7)

for small-to-medium values of the scaled density gradient s.
In practice, this means that �E0

x = 0 is for all systems but
atoms and small molecules [10,13,16] so that vdW-DF-cx
effectively serves as an implementation of (an expanded form
of) the full vdW-DF framework Eq. (3) [7,9,10,13]. Additional
documentation for this new vdW-DF version can be found in
Refs. [9,10,13].

In the design of vdW-DF2 and vdW-DF-cx, compliance
with criteria (4) was prioritized over having compliance with
the l-LOB condition (2), and hence an automatic, universal
compliance with the g-LOB criteria (3). For the present focus
on materials with dense electron distributions and metallic
bonding, the l-LOB condition is not expected to be broken at
any relevant spatial points. We also note that Refs. [16,105]
show that the vdW binding among molecular fragments almost
always arises from regions with small to moderate values of
s > 2–3. There is no breaking of even the l-LOB condition
from such regions (either) when using vdW-DF-cx.

III. METHODOLOGY

A. Computational details

DFT calculations were carried out using the projector
augmented wave (PAW) method [106] as implemented in the
Vienna ab-initio simulation package (VASP) [107]. For vdW-
DF-cx calculations, we used the patch released in Ref. [41].
In primitive cell calculations, the Brillouin zone was sampled
using �-centered k-point grids with 13×13×7 divisions for
hexagonal-close-packed (hcp) structures, 14×14×14 divi-
sions for face-centered-cubic (fcc) structures, and 15×15×15
divisions for body-centered-cubic (bcc) structures. The plane-
wave cutoff energy was chosen 30% larger than the commonly
recommended value for each element in order to obtain very
well converged forces and especially stresses. The values
employed are tabulated in Table V of the supplementary
material, which also provides details concerning the PAW
setups. Generally, we employ PAW setups from the 2012 VASP

database with the exception of W, for which we consider a
semicore setup that includes the 5p (but not the 5s states)
in the valence, the performance of which has been carefully
assessed previously [108,109]. These PAW setups have been
shown to yield very good agreement with respect to all-electron
calculations [110,111].

B. Vibrational modeling

To evaluate finite-temperature properties, we employed
the quasiharmonic approximation (QHA). First, the harmonic
Helmholtz free energy F (T ,V ) was evaluated as a function of
temperature at a fixed volume V according to [112,113]

F = 1

2

∑
qν

h̄ωqν + kBT
∑
qν

ln[1 − exp(−h̄ωqν/kBT )]. (8)

Here, the summations are the result of a discretization of the
integral over the vibrational density of states and carried out
over phonon modes with momentum h̄q and index ν. The
Gibbs free energy G(T ,p) at constant pressure p is obtained
by repeating the calculation of F (T ,V ) for a range of volumes
and minimizing the sum of internal energy U (V ), Helmholtz
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energy F (T ,V ), and the pressure-volume term according to

G(T ,p) = min
V

[U (V ) + F (T ,V ) + pV ]. (9)

While the internal energy U (V ) simply corresponds here
to the Born-Oppenheimer energy as a function of volume,
evaluation of the vibrational contribution Eq. (8) requires
knowledge of the phonon dispersion on a dense q-point mesh.
Toward that end, force constants were calculated using the
finite displacement method and 4×4×4 supercells. In the
latter calculations, the Brillouin zone was sampled using
�-centered 3×3×3 k-point grids. The minimization in Eq. (9)
was carried out over volumes ranging from 0.85V0 to 1.15V0,
where V0 is the volume corresponding to the minimum of the
Born-Oppenheimer energy landscape.

Knowledge of the Gibbs free energy as a function of volume
and temperature allows one to readily extract, for example,
the lattice parameter(s), the bulk modulus, and the thermal
expansion coefficient(s) at finite temperatures. All of these
thermophysical properties were extracted using the PHONOPY

package [113]. Specifically, the bulk modulus was obtained by
fitting the Gibbs free energy to the Vinet equation of state [114].

Furthermore, we calculated the cohesive energy Ecoh at 0
K including the zero-point energy (ZPE) contribution,

Ecoh = Ebulk + 1

2

∑
qν

h̄ωqν − Eatom, (10)

where Ebulk and Eatom denote the total energy of the bulk
material and the atom, respectively. All terms in the latter
equation were evaluated at the 0 K lattice constant corrected
for zero-point effects.

C. Atomic reference energies: Spin effects

In general, spin polarization must be included when
calculating Eatom. While a consistent spin-polarized version
of the vdW-DF method was recently introduced [21], it has so
far only been implemented in the QUANTUM-ESPRESSO pack-
age [115]. The vdW-DF evaluation of nonlocal correlations
amounts to tracking the total energy shift that arises with
the electrodynamical coupling of plasmons, which, in turn,
represent a GGA-type response to external fields [13]. The
vdW-DF approximations that are implemented in VASP [19]
are not fully consistent since they ignore the fact that spin
polarization will itself adjust these plasmons [21].

In the present study, we therefore proceeded as follows
in order to obtain atomic reference energies and eventually
cohesive energies for vdW-DF-cx. We calculated the non-
spin-polarized atomic energy E

nsp, vasp
atom using VASP and then

added the atomic spin-polarization energy �
qe
spin obtained

using QUANTUM-ESPRESSO with the rigorous-spin vdW-DF-cx
description [21]. That is, we obtained the atomic energies as

Eatom = E
nsp, vasp
atom + E

sp, qe
atom − E

nsp, qe
atom︸ ︷︷ ︸

�
qe
spin

. (11)

In effect, this procedure amounts to computing VASP and QHA-
based cohesive-energy estimates E

vasp
coh and then adding a spin

correction

�spin-correction = �qe
spin − �vasp

spin , (12)

where �
vasp
spin = E

sp, vasp
atom − E

nsp, qe
atom represents the VASP approxi-

mation for the vdW-DF-cx atomic spin-polarization energy. A
detailed compilation of the atomic reference energies can be
found in Table VI of the supplementary material.

In the QUANTUM-ESPRESSO calculations of �spin, we relied
on norm-conserving pseudopotentials (NCPP) from the ABINIT

package [116], using a plane-wave (density) cutoff of 80 Ry
(400 Ry) so as to best mimic the fact the VASP calculations are
based on hard PAW setups. This NCPP choice was possible
for all but the case of W, where the ABINIT NCPP did not yield
the correct spin-polarization state. For the W case alone, we
therefore relied on a W ultrasoft pseudopotential in calculating
�spin correction.2

IV. RESULTS

A. General assessment

In this section, we provide an overview of the key
results from our comparative analysis of constraint-based XC
functionals. A complete compilation of the data obtained with
each XC functional, including lattice constants, can be found
in the supplementary material. To measure and compare the
performance of different functionals, we consider the mean
absolute percentage error (MAPE) defined as

M = 1

N

∑
k

∣∣∣∣∣
A

(k)
DFT − A

(k)
expt

A
(k)
expt

∣∣∣∣∣, (13)

where A
(k)
DFT and A

(k)
ref denote predicted and experimental values

of a property of structure k, and the average contains N

samples.
Many properties exhibit characteristic variations across the

transition-metal series, which follow the d-band filling (Fig. 1)
and are reproduced by all XC functional considered here.
While ZPE and thermal expansion effects are generally limited
to a few percent of the volume, they are nonetheless crucial
for an accurate assessment.

The performance comparison (Fig. 2 and Table I) confirms
that PBEsol and, with the exception of the cohesive energy,
also AM05 represent general improvements over PBE. The
relatively large MAPEs (Table I) arise mostly from larger
errors in just a few systems. In the case of PBE, the MAPE for
the cohesive energy of bcc structures is particularly large. This
issue is primarily caused by an inaccurate description of the
electronic configuration of the isolated spin-polarized atoms,
which impacts the atomic reference energy.

More interestingly, the comparison demonstrates that the
truly nonlocal vdW-DF-cx performs at least at the level of
PBEsol and AM05. In fact, considering all the properties,
vdW-DF-cx provides the best overall agreement with the
experimental reference data. This is especially remarkable
since previous nonempirical versions of the DF method,
namely vdW-DF1 [7] (in which exchange is approximated

2We also tested using the W NCPP while constraining the spin
polarization to the correct configuration, which yields a vdW-DF-cx
value for the cohesive energy of W that is in even better agreement
with experiment than when using the ultrasoft pseudopotential.
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FIG. 1. Overview of thermophysical properties at 300 K obtained using the quasiharmonic approximation in conjunction with density-
functional-theory calculations. (a) Equilibrium volume, (b) bulk modulus, and (c) coefficient of average linear thermal expansion from
experiment (Refs. [52,53]) and calculations based on the vdW-DF-cx functional. Deviation between different XC functionals and experiment
for (d) equilibrium volume, (e) bulk modulus, and (f) coefficient of linear thermal expansion. The shaded regions indicate the set of 3d , 4d ,
and 5d transition metals.

by the revPBE functional [117]) and vdW-DF2 [15] (in which
exchange is approximated by a revised version [69] of the
PW86 functional [70]), perform rather poorly for the late
transition metals. In particular, in the case of Ag and Au, the
lattice constants are considerably overestimated in vdW-DF1
and vdW-DF2 [19], while vdW-DF-cx yields excellent results
for these elements.

B. Cohesive energies

Overall the constraint-based functionals considered here
perform reasonably well with regard to the description of the
cohesive energy (Fig. 3), although for most of the functionals
there are problems with specific elements. Most notably,
the vdW-DF-cx description clearly outperforms the other
functionals in terms of the cohesive energies.

Moreover, the results demonstrate that the rigorous inclu-
sion of spin effects in vdW-DF-cx [21] is important for an
accurate description of the cohesive energy in nonmagnetic
transition metals [Fig. 3(c)]. Since the atomic spin-polarization
energies are very large in the middle of the transition-metal

bands [Fig. 3(d)], it is important to use the rigorous-spin
vdW-DF-cx formulation [21]. The corrections are negative
and systematically lead to larger values for �spin (see
Table VI of the supplementary material). As a consequence,
our rigorous-spin vdW-DF-cx calculations provide a system-
atic improvement for the description of nonmagnetic transition
metals, lowering, for example, the MAPE from 9.1% to 7.3%
when using hard PAW setups for vdW-DF-cx.

C. Effect of PAW setups in the case of vdW-DF-cx

For computational efficiency, it is often desirable to employ
PAW setups that contain only the highest occupied states in the
valence. This not only limits the total number of states in the
calculation, but it also often allows using relatively large core
radii that require smaller plane-wave-basis cutoffs in order to
obtain converged results. While so far we have only considered
results obtained using such “standard” PAW setups, it is now
instructive to examine the choice of the PAW setup more
closely. Toward that end, we exclusively consider calculations
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FIG. 2. Performance of different constraint-based XC functionals
based on the data from Table I. The MAPEs were computed with
regard to thermophysical properties measured at 300 K, with the
exception of the cohesive energy, for which 0 K values are compared.
Standard deviations of the distribution of errors for each property and
functionals are shown as black error bars.

based on the vdW-DF-cx functional and “hard” PAW setups,
as detailed in Table V of the supplementary material.

Using the hard PAW setups systematically improves the
agreement with experiment, typically reducing the MAPE by
a fraction of a percent (Table I and Fig. 2). Yet, the comparison
clearly demonstrates that already the “standard” PAW setups
yield very good result and are sufficient to achieve good results
in many situations. It should be noted that the comparison
here is restricted to the vdW-DF-cx method, but a similar
improvement when moving from standard to hard setups is
likely to be observable also for the other functionals.

Cadmium represents an exception, for which there is a pro-
nounced difference between standard and hard setups. For ex-
ample, the lattice constants at 300 K change from a = 3.168 Å
and c = 5.373 Å to a = 3.023 Å and c = 5.512 Å when
going from standard to hard PAW setups. The latter values
are also in notably better agreement with the experimental
numbers of a = 2.98 Å and c = 5.62 Å (Table II of the
supplementary material). More generally, the late transition
metals in hcp structure (Zn and Cd) are challenging for
all XC functionals. This behavior is related to their special
electronic structure, which manifests itself, e.g., in c/a

ratios (experimentally c/a = 1.89 and 1.86 for Cd and Zn,
respectively) that are considerably larger than in the ideal hcp
structure (c/a = 1.633).

D. Structure trends, semilocal, and nonlocal functionals

The deviations between calculated and experimental data
follow certain trends [Figs. 1(d)–1(f)]. While PBE tends to
overestimate the equilibrium volume, the other functionals are
overall in rather close agreement with the reference data.

Contrasting specifically the vdW-DF-cx and PBEsol per-
formance (Fig. 4) shows that both functionals exhibit similar
trends with respect to the variation of the accuracy with
d-band filling. It is apparent that the data for the first and last

TABLE I. Performance of constraint-based XC functionals with
respect to the description of thermophysical properties. The compar-
ison includes the equilibrium volume V , bulk modulus B, as well
as the linear coefficient of thermal expansion αl measured at room
temperature, while in the case of the cohesive energy Ecoh zero Kelvin
data are compared, albeit including ZPE effects. Unless otherwise
noted, the calculations were carried out using standard PAW setups.
The comparison comprises 11 hcp, 7 fcc, and 5 bcc elements.

Functional V B αl Ecoh

vdW-DF-cx hcp 3.0% 9.9% 20.6% 10.9%
fcc 1.0% 5.0% 5.9% 9.5%
bcc 1.9% 8.4% 27.3% 4.5%
total 2.2% 8.1% 17.6% 9.1%

vdW-DF-cx hcp 2.6% 8.5% 17.7% 7.8%
(hard PAW fcc 1.0% 4.9% 5.5% 8.7%
setups) bcc 1.7% 7.7% 30.0% 4.2%

total 1.9% 7.2% 16.7% 7.3%

PBE hcp 2.3% 7.1% 23.6% 10.9%
fcc 4.6% 15.1% 11.8% 8.1%
bcc 2.2% 5.6% 37.4% 23.3%
total 3.0% 9.2% 23.0% 12.7%

PBEsol hcp 2.8% 9.9% 21.7% 14.7%
fcc 1.1% 6.1% 8.4% 12.4%
bcc 2.6% 9.0% 28.7% 16.8%
total 2.2% 8.5% 19.2% 14.5%

AM05 hcp 2.7% 11.3% 22.3% 25.7%
fcc 1.2% 6.8% 6.8% 9.7%
bcc 3.0% 7.8% 29.8% 4.8%
total 2.3% 9.2% 19.2% 16.3%

columns of the series are slightly under- and overestimated,
respectively. The largest relative corrections of the volume
arise for Zn and Cd, and those elements also have some of the
largest vibrational corrections to the cohesive energies. In fact,
most DFs provide an inaccurate description of these elements,
which, as indicated above, exhibit a hcp structure with a very
large axial ratio.

Larger deviations from the reference data are also observed
for V (bcc) for all functionals. We ascribed this behavior to
the low-temperature magnetism that has been reported in this
element [118], while in the present calculations it is treated
without spin polarization.

Similar trends as for the equilibrium volume can be
observed for the bulk modulus [in reverse fashion, Fig. 1(e)]
and the linear coefficient of thermal expansion [Fig. 1(f)],
although the errors are more scattered. The latter effect is
probably connected to a larger uncertainty in the experimental
data, as will be discussed in the next section.

E. Bulk modulus and thermal expansion

So far we have used experimental values from compilations
of standard values [52,53] as reference data for equilibrium
volumes (lattice constants), bulk moduli, and thermal expan-
sion coefficients. While the data for lattice constants are usu-
ally very accurate, it must be acknowledged that measurements
of bulk moduli and thermal expansion coefficients can carry
rather significant errors, which are usually not documented in
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FIG. 4. Ratio of calculated to experimental equilibrium volumes
for (a) PBEsol and (b) vdW-DF-cx (hard PAW setups). The transition
from a volume underestimation converting to a volume overestima-
tion is expected for GGAs and is found in both cases.

reference compendia. A closer inspection of experimental data
available in the general scientific literature, however, reveals
that at least in some cases these errors can be comparable to
or even exceed the deviation between the best performing XC
functionals and experiment.

For illustration purposes, we employ experimental data for
the Young’s moduli E and Poisson ratios ν of polycrystalline
samples of the fcc metals Ir, Pt, and Rh [119]. As the
experimental data range from 300 to 1500 K, this also
allows us to compare experiment and calculations over a wide
temperature span. The experimental data can be converted to
the bulk modulus using the relation B = E/3(1 − ν). This
illustrates that there is considerable scatter in the experimental
data with changing temperature, which does not appear to be
associated with a specific trend (Fig. 5); this is particularly
pronounced in the case of Pt. The calculations overestimate
the experimental data, but overall the agreement is good with
a similar temperature dependence.

F. General discussion

High accuracy and transferability of vdW-DF-cx had been
previously indicated by a range of successful applications
to systems that combine regions of both sparse and dense
electron distributions [9,16,21,42,47–50]. In the present paper,
it has been demonstrated that, unlike the vdW-DF1 and
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vdW-DF2 versions, vdW-DF-cx also performs very well for
hard materials.

The strong performance of PBEsol for traditional materials
can be primarily traced to two of its features, namely a good
form for gradient-corrected exchange and a good balance
between this exchange part and the account of gradient-
corrected correlation. The vdW-DF-cx strategy of seeking
an ACF evaluation, see Eq. (3), implies picking a semilocal
exchange component in E0

xc that is given by a diagrammatic
expansion and therefore is similar to that of PBEsol in the
low-to-medium s regime. Yet, vdW-DF-cx still replaces the
PBEsol description of gradient-corrected correlation entirely
with a truly nonlocal XC term Enl

c . The fact that DF-cx
performs at a PBEsol level with respect to hard materials thus
suggests that vdW-DF-cx achieves a good balance between
exchange and correlation. This observation makes it plausible
that one can obtain further functional improvements by relying
on the ACF recast, Eq. (3), for descriptions of nonlocal
correlation effects [7,10,13,16].

V. SUMMARY

This study presents a comprehensive benchmark of
constraint-based semilocal and nonlocal functionals with
respect to finite-temperature thermophysical properties of
nonmagnetic transition metals. The main outcome of this com-
parison is that, unlike its predecessors in the vdW-DF family,
the recently developed nonlocal vdW-DF-cx version achieves
good transferability and accuracy also for hard materials. This
is crucial, for example, for investigations of weakly bound
molecules at transition-metal surfaces. In the case of vdW-DF1
and vdW-DF2, the substantial overestimation of the lattice
constants of the late transition metals, in particular Ag and
Au, limited their application to these systems. The successful
validation of vdW-DF-cx for these cases allows full ionic
relaxation and thus tracking of the impact of, e.g., associated
adsorption-induced surface modifications [9,19,50].

We note that Ambrosetti and Silvestrelli [39] recently
presented a related benchmarking of several functionals,
including vdW-DF-cx, for the coinage metals. Our findings
are consistent with their results.

An excellent performance is expected for the other function-
als considered here, but it is interesting to note that the truly
nonlocal functional vdW-DF-cx has as good a performance
and transferability, if not better. This is encouraging for further
development that will build upon the vdW-DF framework.

Finally, we observe that quantitative comparisons, as shown
in the tables included in the supplementary material, can also
assist a crude benchmarking of future vDW-DF versions. This
is because the tables implicitly provide a quantification of
the net differences between the raw Kohn-Sham results and
the associated room-temperature characterizations that are
relevant for comparison with most experimental observations.
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Lundqvist, Phys. Rev. Lett. 92, 246401 (2004).

[8] T. Thonhauser, V. R. Cooper, S. Li, A. Puzder, P. Hyldgaard,
and D. C. Langreth, Phys. Rev. B 76, 125112 (2007).

[9] K. Berland, C. Arter, V. R. Cooper, K. Lee, B. I. Lundqvist,
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[19] J. Klimeš, D. R. Bowler, and A. Michaelides, Phys. Rev. B 83,

195131 (2011).
[20] I. Hamada, Phys. Rev. B 89, 121103(R) (2014).
[21] T. Thonhauser, S. Zuluaga, C. A. Arter, K. Berland, E.
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Lundqvist, and D. C. Langreth, J. Am. Chem. Soc. 130, 1304
(2007).

[93] S. Li, V. R. Cooper, T. Thonhauser, B. I. Lundqvist, and D. C.
Langreth, J. Phys. Chem. B 113, 11166 (2009).

[94] K. Berland, S. D. Chakarova-Käck, V. R. Cooper, D. C.
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D. B. Jochym, F. Jollet, D. Jones, G. Kresse, K. Koepernik,
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Phase diagrams for multi-component systems represent crucial information for understanding and designing
materials but are very time consuming to assess experimentally. Computational modeling plays an increasingly
important role in this regard but has been largely focused on systems with matching lattice structures and/or
stable boundary phases. Here, using a combination of density functional theory calculations, alloy cluster ex-
pansions, free energy integration, and Monte Carlo simulations, we obtain the phase diagram of W–Ti, a system
that features metastable boundary phases on both sides of the phase diagram. We find that the mixing energy on
the body-centered cubic (BCC) lattice is asymmetric and negative with a minimum of about −120 meV/atom,
whereas for the hexagonal closed packed (HCP) lattice the mixing energy is positive. By combining these data
with a model for the vibrational free energy, we derive a propose a revision of the W-rich end of the phase
diagram with a much larger solubility of Ti in BCC-W than predicted previously. Finally, by comparison with
the W–V and W–Re system we demonstrate how strongly asymmetric phase diagrams can arise from a subtle
energy balance of stable and metastable lattice structures.

I. INTRODUCTION

Metallic alloys play a crucial role in technology and are of
continuing interest in basic research. The most simple alloys
comprise two components; these so-called binary systems can
usually be categorized according to whether the interaction
between the two constituents is repulsive (positive mixing en-
ergy) or attractive (negative mixing energy). In the former
case, examples for which include Cu–Ag1–3 and Fe–Cu1,4–6,
one commonly observes a wide two-phase region (often re-
ferred to as the miscibility gap). Attractive interactions, on
the other hand, give rise to the formation of solid solutions,
e.g., in Au–Ag1,7 or W–V1,8, and the formation of intermetal-
lic phases as in the case of Fe–Pt1,9–11 or Ni–Al1,12,13.

The interaction between the constituents is usually symmet-
ric, in the sense that if A dissolves in B, so does B in A.
Exceptions from this behavior are rather uncommon; a promi-
nent example is the Fe–Cr system14,15, for which the dissolu-
tion of Cr in Fe is energetically favorable whereas the oppo-
site applies for Fe in Cr16,17. As a result of this inversion in
the mixing energy, the phase diagram is very asymmetric with
a large solubility on the Fe-rich and a very small solubility
on the Cr-rich side. This behavior, which at first sight might
be unexpected given a very small size mismatch and identical
lattice structures, can be rationalized in terms of the magnetic
structure17,18 with Fe and Cr preferring ferro and antiferro-
magnetic ordering, respectively.

Here, we show that strongly asymmetric phase diagrams
can also be obtained in non-magnetic systems as a result of
an antisymmetry in lattice structures and their energetics. In
doing so, we also demonstrate the usage of the variance con-
strained semi-grand canonical Monte Carlo technique19,20 for
extracting the complete free energy surfaces. Specifically,
we consider the W–Ti system. Titanium exhibits a temper-
ature driven transition from a low-temperature hexagonal-
closed packed (HCP, α-Ti) phase to a high-temperature body-
centered cubic (BCC) phase (β-Ti) that is stabilized by
vibrations21. Tungsten is a refractory metal that maintains a
body-centered cubic (BCC) structure up to the melting point.
Close-packed structures including HCP are much higher in

energy and can only be stabilized at very high pressures22,23.
The W–Ti system is also of interest because its experi-

mental assessment is aggravated by the high melting point of
tungsten and the accompanying slow kinetics, which render
the systematic exploration of the phase diagram, in particular
the W-rich side, very cumbersome. Since experimental data
points for tungsten concentrations & 30% are only available
down to 1473 K24,25, the W–Ti system has been assessed using
rather severe assumptions25–28. It must be emphasized, how-
ever, that in spite of slow kinetics the low-temperature phase
diagram of refractory alloy systems have a bearing, e.g., for
the behavior under intense irradiation conditions such as in
fusion reactors in so far as they determine the thermodynamic
driving forces. Tungsten alloys in particular are being consid-
ered for key components in fusion reactors that must sustain
extreme mechanical and irradiation loads for prolonged peri-
ods of time29–31.

In the following, using a combination of density functional
theory (DFT) calculations, alloy cluster expansions (CEs),
Monte Carlo (MC) simulations in the variance constrained
semi-grand canonical (VCSGC) ensemble, and thermody-
namic data for the pure elements32, we provide a reassessment
of the W–Ti phase diagram below the solidus line. In doing
so, we demonstrate (i) that the solubility of Ti in W exceeds
20% down to zero temperature in stark contrast to previous
thermodynamic assessments26–28 while the inverse solubility
is practically zero up to the HCP-BCC transition. Further-
more, it is shown (ii) that this asymmetry originates from a
change of sign of the BCC-HCP free energy difference as a
function of composition, which remains comparably small in
magnitude. In addition to providing a new perspective on the
W–Ti system, the present results illustrate how strongly asym-
metric phase diagrams can originate in non-magnetic systems,
and illustrate a methodology that can handle multiple misci-
bility gaps in systems with several different lattice types.

The remainder of this paper is organized as follows. The
next section provides an overview of the computational tech-
niques employed in this work. The thermodynamic frame-
work used to analyze the free energy landscapes and construct
the phase diagram is outlined in Sect. II D. The results of
our computations are presented in Sect. III, after we discuss
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the implications for the W–Ti system in particular and put the
present results in context in Sect. IV.

II. COMPUTATIONAL METHODOLOGY

A. Alloy cluster expansions

In the present work, we employ lattice Hamiltonians to rep-
resent the energy of the system as a function of composition
and distribution of the elements. These alloy cluster expan-
sions (CE) can be written in the general form33

∆E = ∆E0 +
∑
α

mαJαΠα(σ), (1)

where ∆E denotes the mixing energy. The summation runs
over all symmetry inequivalent clusters α with multiplicity
mα and effective cluster interaction (ECI) Jα. The cluster cor-
relations Πα are computed as symmetrized averages of prod-
ucts over the pseudospin vector σ. The latter represent the
occupation of lattice sites by W (σ = −1) and Ti (σ = +1).

In the present work, we considered cluster vector spaces
with up to 2,000 distinct clusters including clusters up to fifth
order (quintuplets). Inclusion of clusters of high order was
necessary due to the very asymmetric shape of the mixing en-
ergy as a function of composition (see below). In fact, it is
probably possible to obtain more compact CEs by using con-
centration dependent ECIs34, yet for practical reasons in the
present case we did not consider this option.

For training of CEs, we systematically enumerated all struc-
tures with up to 12 atoms in the unit cell35,36, which yields
10,846 and 5,777 structures for BCC and HCP lattices, respec-
tively. Based on this pool of structures, we relaxed and evalu-
ated the energy of more than 1,700 BCC and 900 HCP struc-
tures using density functional theory (DFT) as described in
Sect. II C. Since both BCC-Ti21 and HCP-W are structurally
unstable, several configurations did not maintain their initial
lattice structure.37 To exclude these structures, each config-
uration was mapped backed onto its respective ideal lattice
structure. If the displacement of any atom exceeded 0.4 Å, the
configuration was removed from the pool of structures.

The ECIs were obtained using the compressive sampling
technique38 adapted for CE construction39 as implemented in
our in-house integrated CE tool ICET. The split Bregman
algorithm40,41 was employed to solve the optimization prob-
lem using parameters of µ = 0.1 and λ = 35 (see Refs. 39
and 41 for a discussion regarding the role of these parameters).
These parameters were chosen based on a preliminary screen-
ing of CEs. We note that while their specific values have little
effect on the final CE within reasonable bounds39, they impact
the efficiency of the optimization procedure.

In order to construct CEs the sets of structures were sepa-
rated into a training set (BCC: 1,350 structures; HCP: 500)
and a validation set (BCC: 200; HCP: 50). Eighty differ-
ent combinations of training and validation set were randomly
drawn from the pool of available structures, and for each one
a CE was generated. The final CEs were obtained by aver-
aging over the CEs constructed for each lattice type. This

was followed by pruning step, during which clusters were re-
moved, for which the absolute value of the ECI was less than
half of the respective standard deviation. In our experience
using statistical sampling over many training and validation
sets provides a more conservative estimated for the predic-
tive power of our CEs than the leave-one-out cross validation
score. A similar approach was also adopted, e.g., in Ref. 42;
here, however, we opted to use random structure selection for
practical reasons.

B. Monte Carlo simulations

The final CEs were sampled using Monte Carlo (MC) sim-
ulations. In order to be able to construct the full free energy
landscape of the crystalline phases (see Sect. II D below), we
require the free energy for BCC and HCP phases separately, as
a continuous function of composition. This prevents us from
using the semi-grand canonical (SGC) ensemble. While the
latter does provide access to the first derivative of the free en-
ergy with respect to composition, it does not allow sampling
multiphase regions, which as will be seen below are present
for both BCC and HCP lattices. To overcome this limita-
tion we employ the variance constrained semi-grand canon-
ical (VCSGC) ensemble. It includes an additional term in
the partition function that effectively imposes a constraint on
the fluctuations of the concentration, which diverge in multi-
phase regions. The VCSGC-MC approach has been success-
fully employed previously to describe multiphase equilibria
in, e.g., Fe–Cr19 and Fe–Cu alloys43,44. The VCSGC ensem-
ble is sampled by randomly selecting a site in the system,
swapping its chemical identity, and accepting this trial move
with probability19

P = min
{

1, exp
[
− β∆E (2)

− κ∆NB (φ+ ∆NB/N + 2NB/N)
]}
.

Here, ∆E is the energy change associated with the move,
∆NB is the change in the number of particles of type B, N is
the total number of sites (atoms) in the simulation cell, and φ
and κ are the average and variance constraint parameters. We
employed κ = 200 throughout; this choice provides a con-
tiguous sampling of the concentration axis while maintaining
a high acceptance rate and, in our experience, works almost
universally for the systems that we have considered so far.
The average constraint parameter φwas varied in steps of 0.02
from −2.2 to 0.2. In the VCSGC ensemble the first derivative
of the free energy is related to the (ensemble) average of the
concentration 〈cB〉 = 〈NB〉 /N ,

β∂∆F/∂c = κ (φ+ 2 〈cB〉) , (3)

which allows one to obtain the free energy of mixing.
MC simulations were carried out at temperatures between

400 and 1800 K in 100 K intervals using 5×5×5 and 4×4×4
supercells of the primitive unit cell for BCC and HCP struc-
tures, respectively. At each value of φ the configuration was
equilibrated for 50 MC cycles, followed by 150 MC cycles for
gathering statistics.
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FIG. 1. Mixing energy for all (a) BCC and (b) HCP structures, for
which DFT reference calculations were performed. The error bars
represent the standard deviation that was computed by averaging
over 80 different CEs that were constructed. Each CE corresponds
to a different training and validation set. The final CE to be used
in the MC simulations was obtained by averaging over these CEs as
described in the text. (c) Comparison of the mixing energy com-
puted using different exchange-correlation functionals for selected
BCC structures.

C. Density functional theory calculations

Density functional theory (DFT) calculations were carried
out using the projector augmented wave method (PAW)45,46

as implemented in the Vienna ab initio simulation package
(VASP)47,48. Electronic semi-core states (W-5p, Ti-3p) were
treated as part of the valence and calculations employed a
plane wave energy cutoff of 450 eV. Brillouin zone integra-
tions were carried out using Γ-centered k-point grids with an
average spacing of 0.15/Å, corresponding to a 19 × 19 × 19
mesh relative to the primitive BCC cell and a 18 × 18 × 9
mesh relative to the primitive HCP cell. These computational
settings are very tight and have been shown previously to yield
well converged results49.

Using first-order Methfessel-Paxton smearing with a width
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FIG. 2. Effective cluster interactions (ECIs) for the cluster expansion
for the BCC lattice. The vertical bars and boxes indicate average
and standard deviation of the respective ECI obtained from averag-
ing over 80 CEs corresponding to different choices of training and
validation set.

of 0.2 eV, both ionic positions and cell shapes were relaxed
until residual forces were below 5 meV/Å and stresses below
0.5 kbar. The total energy of the final structures was subse-
quently computed without further relaxation using the tetra-
hedron method with Blöchl corrections.

Exchange and correlation effects were described using the
van der Waals density functional (vdW-DF) method that cap-
tures nonlocal correlations50,51 in combination with a consis-
tent description of exchange (vdW-DF-cx)52 as implemented
in VASP53,54. We have recently established that this functional
provides a description of the thermophysical properties of
non-magnetic transition metals that is at least on par with but
usually exceeds other constraint-based functionals55, notably
PBE56 and PBEsol57. To assess the effect of the exchange-
correlation functional, we conducted supplementary calcula-
tions using the latter functionals for selected structures close
to the BCC convex hull.

D. Thermodynamic methodology

In order to construct the phase diagram, we consider the
free energy landscape of the W–Ti system as a function of
temperature T , W concentration c, and structure α. From the
MC simulations described above, we can extract the mixing
free energy ∆Gmix

α (c, T ) for α = BCC or HCP, which in-
cludes the contributions due to mixing energy ∆Hmix

α (c, T )
and configurational entropy ∆Smix

α (c, T ). Here, since ionic
and cell relaxations are implicitly included in the ECIs, we
have ∆Gmix

α ≈ ∆Fmix
α and from here on we will therefore

refer only to ∆G and ∆H .
To obtain the full Gibbs free energy, we must also take into

account the vibrational contributions, which are not accounted
for in the CE. Since a full evaluation of the vibrational contri-
bution as a function of composition is very demanding due to
the importance of anharmonic contributions for Ti-rich BCC
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and W-rich HCP structures, we here approximate the vibra-
tional contribution by a linear interpolation of the elemental
free energies plus a correction for the strong anharmonicity of
the metastable BCC-Ti phase. We thus write the total Gibbs
free energy for phase α as

Gα(c, T ) =(1− c) GW
α (T ) + c GTi

α (T )

+ ∆Gmix(c, T ) + ∆Hanh
α (c). (4)

For both GW
α (T ) and GTi

α (T ), we resort to thermodynamic as-
sessments available from the CALPHAD framework32. Equa-
tion 4 contains an anharmonic correction term ∆Hanh

α (c),
which is motivated by an analysis of the lattice energy of BCC
and HCP-Ti that was carried out using molecular dynam-
ics (MD) simulations. The latter were carried out using the
LAMMPS code58 and on a classical interatomic potential for
Ti of the modified embedded atom method (MEAM) type59.
Simulations were conducted for 6 × 6 × 6 and 6 × 6 × 4 su-
percells of BCC and HCP, respectively, using a Nosé-Hoover
thermostat and barostat.

III. RESULTS

A. Cluster expansions of mixing energies

The DFT calculations reveal a negative mixing energy for
BCC structures [Fig. 1(a)], which is in contrast to previ-
ous thermodynamic assessments based on experimental data,
which have assumed a positive mixing energy over the entire
composition range26–28. The shape of the mixing energy is
very asymmetric with several structures along the convex hull.
The lowest mixing energy is obtained for a structure at 80%
W. This structure has space group 166 (R3̄m) and contains 5
atoms in the primitive unit cell.60 For selected structures along
the convex hull, we recalculated the mixing energies using the
PBE and PBEsol functionals [Fig. 1(c)]. In particular between
the PBEsol and vdW-DF-cx functionals the deviations are be-
low one percent.

In the CE formalism employed in the present work, repro-
ducing the asymmetric shape of the mixing energy required
including clusters up to fifth order and extending over rather
long range [Fig. 2(a)]. The final CE to be used in the MC
simulations was obtained by averaging over 80 different CEs
each corresponding to a different choice of training and vali-
dation set (see Sect. II A for details). The average root mean
square error over the validation sets is 4 meV/atom and the fi-
nal CE generally achieves very good agreement with the DFT
reference data [Fig. 1(a)]. The accuracy and predictiveness of
the CE is also evident from the small variation of the mixing
energy between different CEs [indicated by the error bars in
Fig. 1].

In contrast to the BCC lattice, the mixing energy for the
HCP lattice is positive yet also asymmetric [Fig. 1(b)]. Here,
the average root mean square error over the validation sets is
5 meV/atom.
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FIG. 3. Difference between the average potential energy at finite tem-
perature and the static lattice energy for HCP and BCC-Ti as obtained
from MD simulations using the Ti-MEAM potential from Ref. 59.

B. Anharmonicity

In classical simulations the average potential energy of a
system approaches its static value as the temperature goes to
zero (Fig. 3). This behavior is observed for example for HCP-
Ti as described using the MEAM potential from Ref. 59. This
potential was fitted to PBE-DFT data and provides a very ac-
curate representation of not only the energetics of the HCP
but also the BCC and ω phases. The average potential energy
of the BCC-Ti phase as described by this potential does not
approach its static value but rather extrapolates to a value of
∆H0,MEAM

dyn-stat = −72 meV/atom (Fig. 3).
This behavior originates from the metastable character of

the BCC phase and its mechanical instability at zero K,
which implies a strongly anharmonic potential well. By con-
trast, both BCC-W and HCP-Ti are stable at zero tempera-
ture and their dynamical behavior up to moderate tempera-
tures can be comfortably described within the quasi-harmonic
approximation55.

The ∆H0
dyn-stat term is effectively included in the difference

of the Gibbs free energies for Ti GTi
BCC(T ) − GTi

HCP(T ) as de-
scribed by the CALPHAD parametrization32. The mixing en-
ergy based on which the BCC-CE has been constructed, how-
ever, is computed relative to the static BCC-Ti energy. To
achieve a consistent thermodynamic description we must thus
account for the variation of ∆H0

dyn-stat with composition, i.e.
we must express ∆Hanh

α (c) in Eq. (4). Unfortunately, a com-
prehensive analysis of anharmonic behavior is already com-
putationally demanding for the elemental phases23,61,62. In
the present case, we therefore make the basic assumption that
∆Hanh

α (c) smoothly approaches −∆H0
dyn-stat with increasing

W concentration, canceling out the implicit inclusion of this
term in GTi

BCC(T )−GTi
HCP(T ). We chose a simple cubic func-

tional form

∆Hanh
BCC(c) = −∆H0

dyn-stat

{
1− (1− c/cs)3 c < cs
1 c ≥ cs

(5)
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entropy as a function of composition from VCSGC-MC simulations
based on the CE constructed for BCC in this work.

where ∆H0
dyn-stat is given by the difference between the BCC-

HCP free energy difference at the lowest temperature avail-
able from CALPHAD (298.15 K)32 and the BCC-HCP energy
difference from DFT ∆H0,DFT/CALPHAD

dyn-stat = −56 meV/atom.
Equation (5) then contains a single parameter cs that deter-
mines the concentration at which the correction is fully ap-
plied. The thermodynamic analysis presented below was con-
ducted using a value of cs = 0.5, unless otherwise noted.

We note that a similar correction should in fact also be con-
sidered for HCP-W vs BCC-W. As a result of the much larger
energy difference between these structures, this effect is, how-
ever, insignificant and has not been considered further (also
see Sect. IV).

C. Free energy landscape

The CEs for BCC and HCP lattices were sampled by MC
simulations as detailed in Sect. II B. The (finite temperature)
BCC mixing energy maintains the asymmetric shape of the
zero-temperature data [Fig. 4(a)]. It also clearly reveals the
emergence of a particularly stable configuration at 80% W,
which corresponds to the ground state described above.

From the MC simulations, we furthermore obtained the first
derivative of the free energy with respect to concentration via
Eq. (3), which was integrated using the trapezoidal rule to
yield the mixing free energy [Fig. 4(b)]. Below the free en-
ergy of mixing will be used to construct the convex hull and
the phase diagram.

By combining mixing free energy and energy, one can ex-
tract the entropy of mixing according to

∆Smix = (∆Hmix −∆Gmix) /T. (6)

At low temperatures the actual mixing entropy deviates
strongly from that of an ideal solution and the ordered struc-
ture at 80% W is clearly visible as a pronounced reduction
in the mixing entropy [Fig. 4(c)]. At higher temperatures
this feature is smoothed out and the mixing entropy becomes
closer to that of an ideal solution. Nonetheless, the very pro-
nounced features in the entropy clearly demonstrate the im-
portance of an accurate treatment of alloy thermodynamics
beyond simple approximations.

In the case of the HCP structures, mixing energies, free en-
ergies, and entropies were obtained in similar fashion as for
the BCC lattice. Due to the positive mixing energy, these
quantities are, however, much closer to those of an ideal solu-
tion and hence are not shown here explicitly. Their determi-
nation is nonetheless important in order to obtain a consistent
and comprehensive description of the thermodynamics of the
relevant crystalline phases.

D. Phase diagram

After having determined the free energies of both BCC and
HCP phases, one can construct the full temperature, compo-
sition, and structure dependent free energy landscape, from
which the phase diagram can be extracted. To this end, the
free energies for the different phases were combined as de-
scribed in Sect. II D. In accordance with experimental real-
ity, our analysis yields three distinct stable crystalline phases,
namely a Ti-rich HCP phase (HCP-Ti), a Ti-rich BCC phase
(BCC-Ti), and a W-rich BCC phase (BCC-W).

At a temperature of 600 K, the HCP-Ti phase is in equilib-
rium with BCC-W [Fig. 5(a)] with the latter phase exhibit-
ing a wide stability range with a solubility limit of 64% W.
This substantially differs from the values & 80% predicted
by CALPHAD assessments based on partial experimental data
supplemented by approximations for the mixing energy27,28,63.
Similarly, at a temperature of 800 K we obtain all three phases
[Fig. 5(b)].

In order to obtain a description of the phase diagram at
all intermediate temperatures, we followed the common ap-
proach in alloy thermodynamics of representing the free en-
ergy of mixing in terms of a Redlich-Kister expansion

∆G(x, T ) = x(1− x)

n∑
p=0

Lp(T )(1− 2x)p, (7)

up to order n = 4. We then represented the temperature de-
pendence of each of the ten (five per lattice) Redlich-Kister
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FIG. 5. Mixing free energy as a function of composition at (a) 600 K
and (b) 800 K. The top row is based on the Redlich-Kister expansion
of the free energy landscape obtained from VCSGC-MC simulations.
The data obtained from the latter are shown by the open circles in the
bottom row in comparison with the expansion (solid blue line). For
clarity of the visualization, the bottom panel a linear term has been
subtracted from the mixing energy, ∆∆Gmix(c) = ∆Gmix(c)−m ·c,
where m has been chosen to yield zero slope for the convex hull in
the central two-phase regions. The two-phase regions are highlighted
in gray.

coefficients Lp by third-order polynomials. The interpolated
mixing free energies are in very good agreement with our
VCSGC-MC data [see points and blue lines in the bottom row
of Fig. 5], which allows us to extract the phase boundaries as
a continuous function of temperature.

The thus obtained phase diagram [Fig. 6] shows the same
phases and phase equilibria as the experimental one. The
calculated phase boundary between BCC-W and the BCC-
Ti+BCC-W two-phase region intersects precisely the two ex-
perimental data points at 1400 K. Also the upper tempera-
ture of the BCC-Ti+BCC-W two-phase region of 1560 K is
in good agreement with experiment, although the position of
the maximum is predicted at a W concentration of 42% as op-
posed to approximately 30% in the experiments. The large
high-temperature solubility thus results from a negative mix-
ing energy on the BCC lattice, which also gives rise to finite
solubility limit of > 20% for Ti in BCC-Ti down to zero tem-
perature.

The eutectoid on the Ti-rich side of the phase diagram is
underestimated compared to experiment (646 K vs 1013 K),
which comes with an overestimation of the eutectoid point
(20% vs 9%). The larger errors on the Ti-rich side are unsur-
prising given the difficulties associated with the strong anhar-
monicity of BCC-Ti, which are only treated approximately in
this work. We note that we tested different values for cs pa-
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the present work in comparison with experimental data (symbols)
from Ref. 24 and thermodynamic assessments of the BCC-W phase
boundary (lines) from Refs. 25, 28, and 63. Filled and empty squares
indicate two-phase and single-phase regions, respectively.

rameter in Eq. (5) and found the general shape of the phase
diagram to be unaffected. Larger (smaller) values of cs shift
the BCC-W solubility limit further to the W-rich side and tend
to increase (decrease) the maximum of the BCC-Ti+BCC-W
two phase region.

IV. DISCUSSION AND CONCLUSIONS

A. Relevance for the W–Ti system

Above we have demonstrated that the solubility of Ti in
BCC-W at low temperatures is larger than previously pre-
dicted and remains finite as the temperature approaches zero.
This conclusion was reached by combining DFT calculations
with effective lattice Hamiltonians, Monte Carlo simulations,
and thermodynamic modeling. By comparison, previous stud-
ies were based on experimental data, which is only available
at temperatures above 1473 K. We note that while the low
temperature region of the phase diagrams of refractory met-
als are exceedingly difficult to sample in equilibrium, they are
nonetheless relevant as they determine the driving forces un-
der extreme non-equilibrium situations such as encountered
under ion irradiation.

B. General implications

While the present finding pertains to our understanding of
the W–Ti phase diagram, it has more general implications for
alloy thermodynamics. As outlined in the introduction, bi-
nary phase diagrams of metals that exhibit strongly asymmet-
ric solubility are relatively rare. While as demonstrated in
the case of the Fe–Cr system, they can arise from competing
forms of magnetic order, here we show that this effect can also
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be observed in non-magnetic systems as a result of different
lattice structures.

To illustrate this effect consider the mixing energies of W–
V (BCC) and W–Re (BCC and HCP) in comparison with
W–Ti (Fig. 7; data from Ref. 64). In the case of W–V both
end members are BCC, the mixing energy is negative and the
phase diagram shows an extended miscibility range (and is
symmetric). In the case of W–Re, the calculations yield a neg-
ative mixing energy for BCC and an almost vanishing mixing
energy for the HCP lattice, very similar to the case of W–Ti
described above. The (free) energy difference between HCP-
Re (the ground state) and BCC-Re is, however, much larger
than in the case of Ti. As a result, the negative mixing energy
of the BCC lattice is shifted upward such that the solubility of
Re in BCC-W is rather small and approaches zero with van-
ishing temperature.

The comparison with W–V and W–Re demonstrates that the
occurrence of an asymmetric phase diagram in W–Ti is the re-
sult of a negative mixing energy on the BCC lattice in combi-
nation with a HCP-BCC energy difference that is not too large.
This reasoning implies that similar behavior can be expected

in other systems that combine different lattice structures with
elements that have metastable structures. By extension, this
should also apply to effective (“quasi”) phase diagrams be-
tween compounds.

C. Computational modeling

Using conventional sampling techniques based on either the
semi-grand canonical or canonical ensembles, one cannot si-
multaneously sample multi-phase regions and derivatives of
the free energy.65 In the present work, however, we have tack-
led a system that combines different lattice structures with
miscibility gaps. This required the ability to obtain the free
energy profile for the different phases as a continuous func-
tion of composition (and temperature). Here, we were able
to achieve this by using the VCSGC-MC approach, and have
thereby demonstrated the power of this methodology to ex-
tract free energies and phase diagram information. This sug-
gests that in the future the VCSGC-MC method can be of great
utility as the reach of ab initio alloy thermodynamics widens
to address more complex and demanding challenges.

D. Short comings and outlook

Arguably the biggest approximation adopted in the present
work concerns the description of anharmonic contributions
to the free energy. As alluded to above, a direct assessment
of the vibrational contributions to the free energy as a func-
tion of composition is computationally very demanding23,61,62.
While for vibrationally stable systems this can be achieved
within the harmonic approximation66–68, a more comprehen-
sive treatment of the anharmonicity in alloys will represent
the next logical step in the development of computational al-
loy thermodynamics.
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