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a b s t r a c t 

The thermodynamics of phase transitions between phases that are size-mismatched but coherent differs 

from conventional stress-free thermodynamics. Most notably, in open systems such phase transitions are 

always associated with hysteresis. In spite of experimental evidence for the relevance of these effects in 

technologically important materials such as Pd hydride, a recipe for first-principles-based atomic-scale 

modeling of coherent, open systems has been lacking. Here, we develop a methodology for quantifying 

phase boundaries, hysteresis, and coherent interface free energies using density-functional theory, alloy 

cluster expansions, and Monte Carlo simulations in a constrained ensemble. We apply this approach to 

Pd–H and show that the phase transition changes character above approximately 400 K, occurring with 

an at all times spatially homogeneous hydrogen concentration, i.e., without coexistence between the two 

phases. Our results are consistent with experimental observations but reveal aspects of hydride formation 

in Pd nanoparticles that have not yet been accessible in experiment. 

© 2022 The Author(s). Published by Elsevier Ltd on behalf of Acta Materialia Inc. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Phase transitions involving size-mismatched phases are ubiqui- 

ous in materials science. Often such phase transitions are stud- 

ed with the underlying assumption that the interface between 

he two phases is incoherent, such that the system is free from 

tress far from the interface. There are, however, important cases 

or which this assumption breaks down. Notable examples include 

ntercalation in LiFePO 4 nanoparticles used in Li-ion battery cath- 

des [1] and hydride formation in Pd nanoparticles. The latter has 

ttracted increasing attention during the last decade, not only be- 

ause Pd–H is a prototypical system for intercalation of small so- 

ute atoms in a host metal, but also due to its technological rele- 

ance in hydrogen storage [2] , optical hydrogen sensing [3,4] , and 

embrane reactors [5] . Mounting evidence [6–8] suggests that the 

hase transition from the hydrogen-poor α phase to the hydrogen- 

ich β phase in Pd nanoparticles smaller than about 300 nm in di- 

meter occurs with a coherent interface between the two phases, 

n spite of their significant mismatch in lattice parameter. As a 

onsequence, the system exhibits considerable strain, which fun- 

amentally alters the thermodynamics of phase transitions, as first 

hown in seminal works by Cahn, Larché, and others [9–16] . In par- 
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icular, Schwarz and Khachaturyan [17,18] have shown that in open 

ystems, the strain energy associated with the coherent interface 

onstitutes a macroscopic energy barrier that is inevitably associ- 

ted with hysteresis, i.e., a hysteresis mandated by thermodynam- 

cs and insurmountable by thermal fluctuations ( Fig. 1 ). 

The effort to better understand the dynamics of the phase tran- 

ition in Pd–H nanoparticles has largely been driven by experi- 

ent [19–24] , notably including advanced imaging techniques that 

ave revealed the details of the phase transition in time and space 

7,8,25] . Due to the challenges associated with transmission elec- 

ron microscopy at high temperatures, atomic-scale imaging of 

anoparticles during the phase transition has, however, generally 

een limited to temperatures well below room temperature, and 

hereby much lower than the temperature ranges where hydrogen 

ensors are required to operate. As we will see below, this is un- 

ortunate given the temperature-dependent character of the phase 

ransition. Meanwhile, modeling of coherent systems has primarily 

een based on phase-field models and other models with effec- 

ive free energy expressions [26–32] , ground-state data assuming 

deal mixing [33] or atomic-scale studies at specific temperatures 

34] . At the same time, robust methodologies for first-principles 

alculations of thermodynamic properties on the atomic scale have 

emained insufficiently developed. Thus, there have been few or 

o attempts to quantify important aspects such as the magnitude 

f the hysteresis and coherent interface energies from first prin- 
nc. This is an open access article under the CC BY license 
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Fig. 1. Pathways for a phase transition in a generic open system. (a) The phase transition is characterized by a plateau in the pressure–composition isotherm. The plateau 

occurs, however, at different pressures depending on the pathway of the phase transition. (b) If the α/ β interface is incoherent (as schematically depicted in (c)), the phase 

transition is thermodynamically allowed at p = p incoh , where the two minima in the grand potential are equal. (d) If the α/ β interface remains coherent during absorption (as 

in (e)), a higher pressure, p = p coh 
→ 

, is required to overcome the strain energy barrier and induce the transition from α to β phase. (f) Absorption can in principle also occur 

with a continuously increasing but spatially homogeneous concentration (g), i.e., without the formation of two coexisting phases, if the pressure is increased to p = p spin 
→ 

(the spinodal). Upon desorption, the incoherent phase transition occurs at the same pressure as absorption, whereas in the coherent and single-phase phase cases, lower 

pressures are required, leading to (thermodynamic) hysteresis. Note that interface energies and kinetic effects (especially related to nucleation), which are ignored here, will 

generally lead to some degree of (kinetic) hysteresis also in the incoherent case. 
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iples, which may otherwise rationalize experimental observations 

n terms of the underlying atomic-scale interactions. 

Here, we remedy this situation by demonstrating a methodol- 

gy that allows us to calculate the phase diagram, the hystere- 

is, and the interface energies for open, coherent systems using a 

odel built on first-principles calculations. Notably, we obtain not 

nly the incoherent but also the coherent and (incoherent) spin- 

dal phase boundaries, and we demonstrate that the pathway of 

he phase transition changes character from coherent coexistence 

uring the transition ( Fig. 1 d and e) to a spatially homogeneous 

ingle-phase configuration above approximately 400 K ( Fig. 1 f and 

). Our approach is based on the use of density-functional theory 

DFT) calculations for constructing an alloy cluster expansion (CE) 

hat explicitly takes strain into account, we sample the system us- 

ng Monte Carlo (MC) simulations in a constrained ensemble that 

llows for free energy integration inside the two-phase region, and 

e demonstrate how to analyze these simulations in order to ex- 

ract the relevant thermodynamic quantities. While the individual 

arts of this approach are well-established, they have to the best 

f our knowledge not been combined previously. (In fact, a simi- 

ar but simpler energy model was already constructed in 1979 to 

tudy the incoherent phase transition in Pd–H [35] .) We anticipate 

hat the results will aid the interpretation and prediction of hy- 

ride formation in Pd nanoparticles. The methodology is, however, 

ot limited to Pd–H or even interstitial alloys, but can be applied 

o any alloy with a coherent phase transition between two phases 

ith the same crystal structure. 

. Theory 

.1. Phase separation in closed systems 

Our work focuses on an open system (Pd in an atmosphere of 

ydrogen), but we begin with a general analysis of the energetics 

f closed systems, since they are in some respects easier to un- 

erstand. Consider a system with overall concentration c av , phase 

eparated coherently with interface orientation 

ˆ k into the α and 

he β phases having, respectively, concentrations c α and c β . The 
2 
ree energy of this phase-separated system can be written as 

 α/β (c av , ̂  k ) = min 

c α,c β

{
V α f sp (c α) + V β f sp (c β ) ︸ ︷︷ ︸ 

bulk free energy 

+ V e strain (c av , c α, c β, ̂  k ) ︸ ︷︷ ︸ 
strain 

+ Aγα/β ( ̂  k , c α, c β ) ︸ ︷︷ ︸ 
interface 

}
. (1) 

ere, V α and V β are the volumes of the α and the β phases (which 

an be determined from conservation of the number of atoms or 

tomic sites), V the total volume ( V = V α + V β ), f sp (c) the free en-

rgy per volume of the single-phase system at concentration c, 

 strain (c av , c α, c β, ̂  k ) the coherency strain energy per volume, A the

rea of the interface, and γα/β ( ̂ k , c α, c β ) the interface energy. If

he strain and the interface energy terms are excluded, the expres- 

ion is minimized by the well-known common tangent construc- 

ion. We will call the minimizing concentrations in this case the 

ncoherent phase boundaries c incoh 
α and c incoh 

β
, since they form the 

hase boundaries of the incoherently phase-separated system (in 

hich the strain term vanishes). 

In a coherently phase-separated system, the strain term does 

ot vanish because the two phases need to adopt the same in- 

lane lattice parameter for the interface to be coherent. While 

he interface energy term (scaling with area) becomes insignifi- 

ant in a sufficiently large system, the strain term remains im- 

ortant since it scales with volume. The free energy of a coher- 

ntly phase-separated system is thus not additive; it is larger than 

he sum of its non-strained, constituent phases due to the addi- 

ional strain energy mandated by the coherent interface. In gen- 

ral, the free energy F α/β (c av , ̂  k ) is therefore not minimized by the 

ommon tangent construction [14] , but the concentrations c α and 

 β may be, respectively, larger and smaller than c incoh 
α and c incoh 

β

17,18] . We will refer to these minimizing concentrations as the 

oherent phase boundaries c coh 
α and c coh 

β
since they form the phase 

oundaries of the coherent system. To summarize, in an incoherent 

ystem, there is phase separation for c incoh 
α < c av < c incoh 

β
, whereas 

n a coherent system phase separation occurs for c coh 
α < c av < c coh 

β
,
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nd these concentrations satisfy the conditions c coh 
α > c incoh 

α and 

 

coh 
β

< c incoh 
β

. 

.2. Phase transitions in open systems 

The preceding analysis is helpful also for open systems (such as 

d in an atomosphere of hydrogen), for which a chemical potential 

is fixed and the number of solute atoms is allowed to vary. In 

uch systems, the equilibrium state is given by the minimum in 

he grand potential, which can be written 

= F − μNc, (2) 

here F is the same free energy as in the closed system (by virtue 

f the equivalency of ensembles in the thermodynamic limit), N

s the total number of available sites, and c the fraction of those 

ites that are occupied by an atom. In the incoherent system, the 

bsorption and desorption phase transitions are in principle pos- 

ible at the same chemical potential, corresponding to a pressure 

hat we will refer to as p incoh ( Fig. 1 a). The corresponding concen-

rations are equivalent to the incoherent phase boundaries and can 

e obtained by the common tangent construction for F or � (green 

ine in Fig. 1 b). 

In the open, coherent system, on the other hand, the strain 

ssociated with coherent phase separation can be considered as 

 macroscopic energy barrier ( Fig. 1 d), as opposed to the micro- 

copic interface energy that constitutes the barrier in incoherent 

ystems. Such a macroscopic barrier cannot be overcome by fluc- 

uations and therefore inevitably leads to a thermodynamic (i.e. 

on-kinetic) hysteresis [17,18] ( Fig. 1 a, orange lines). Consequently, 

he chemical potential needs to be increased (absorption) or de- 

reased (desorption) beyond the incoherent equilibrium before the 

hase transition can proceed. In an open system, the coherent 

hase boundary can be understood as the concentration that has 

o be reached before the grand potential becomes monotonically 

ecreasing from one phase to the other ( Fig. 1 d, orange line). These

oncentrations are the same as c coh 
α and c coh 

β
described above in the 

ontext of closed systems. Below, we will show how the coherent 

hase boundaries can be extracted from Monte Carlo simulations. 

It is worth emphasizing that coherent phase boundaries and 

pinodals are different; the latter are the concentrations at which 

he grand potential becomes monotonically decreasing in the di- 

ection of the phase transition, even with a spatially homogeneous 

istribution of solute atoms ( Fig. 1 f, purple line). The difference be- 

ween the pressures corresponding to the spinodal concentrations 

n the open system will be referred to as full spinodal hysteresis 

 Fig. 1 a, purple lines). 

.3. Finite simulation cells 

Atomistic simulations are generally performed with simulation 

ells that are too small for interface contributions to be ignored, 

hich leads to size-dependent results [36] . To better understand 

his, we make the approximation that the interface energy is inde- 

endent of the concentrations of the two phases over some range 

lose to c α and c β , and write V = AL (where L is the length of the

ell perpendicular to the interface). We can compare the free en- 

rgy of the phase-separated system, F α/β (c av , ̂  k ) , with the free en-

rgy of the single-phase system, F sp (c av ) . Phase separation occurs if 

nd only if F α/β (c av , ̂  k ) < F sp (c av ) and by rearrangement, using free

nergies per volume, this is equivalent to 

α/β ( ̂  k ) < L 
[

f sp (c av ) − ˜ f α/β (c av , ̂  k ) 
]
, (3) 

here ˜ f α/β (c av , ̂  k ) denotes the free energy per volume of the 

hase-separated system excluding the interface energy term. If the 
3 
train energy term is sufficiently large, there will be no phase sep- 

ration, because the expression on the right-hand side becomes 

egative. We will show that this occurs above a certain critical 

emperature T coh 
c in the Pd–H system. We note, however, that even 

elow this critical temperature, a cell sufficiently large in the di- 

ection perpendicular to the interface is needed for phase separa- 

ion to be energetically favorable. In a cell of finite length, phase 

eparation will not occur in the full interval c coh 
α < c av < c coh 

β
, but

here will be intervals of concentrations above c coh 
α and below c coh 

β

here a single-phase system is formed. The effect of interface en- 

rgy in a small simulation cell is thus to narrow the two-phase 

egion even further, although the concentrations of the constituent 

hases are unaffected (to a first approximation). As shown below, 

he results from simulations using cells of finite size can, however, 

e extrapolated to yield the coherent phase boundaries in the ther- 

odynamic limit. 

. Methodology 

.1. DFT calculations 

Energies were calculated with the projector augmented wave 

ormalism as implemented in the Vienna ab initio simulation 

ackage (version 5.4.1, PAW 2015) [37,38] with the vdW-DF-cx 

xchange-correlation functional [39,40] . This functional was cho- 

en due to its excellent performance for d-band metals [41] , and 

e also note that it predicts a partial atomic volume for hydrogen 

hat is closer to experiment than most commonly used function- 

ls [42] (see Fig. S1). Wave functions were expanded in a plane 

ave basis set with a cutoff of 400 eV, the Brillouin zone (BZ) 

as sampled with a �-centered grid with a k -point spacing of 

.2 Å 

−1 , and occupations were set using Gaussian smearing with a 

idth of 0.1 eV. Atomic positions and cell shape were relaxed un- 

il residual forces were below 25 meV/ ̊A and stresses below 1 kbar. 

nce converged, we ran an additional single-point calculation with 

 k -point spacing of 0.1 Å 

−1 and the BZ integrations were carried 

ut using the tetrahedron method with Blöchl corrections. In to- 

al, 368 different configurations were calculated, 30 of which were 

xcluded from training and used as test set for the final CE model. 

.2. Alloy CEs with constituent strain 

In a regular alloy CE, the energy of a structure with configura- 

ion σ is expanded in a sum of clusters α, each associated with a 

n effective cluster interaction (ECI) J α , 

 CE (σ ) = J 0 + 

∑ 

α

J αm α〈 �α(σ ) 〉 α. (4) 

ere, m α is the number of clusters that are symmetrically equiva- 

ent to α and 〈 �α(σ ) 〉 α measures the average chemical order as- 

ociated with the symmetrically equivalent clusters α. In our case, 

α = 

∏ 

i ∈ α
	i , (5) 

here the product runs over all sites in the cluster and 	i = 1 

f site i is occupied by a hydrogen atom, otherwise −1 . To con- 

truct a CE, the ECIs J α need to be fitted. In practice, long-range 

lusters and clusters with many sites need to be truncated from 

q. (4) . Here, we included pairs no longer than 1.9 lattice parame- 

ers apart and triplets in which the interatomic distances were no 

onger than 1.75 lattice parameters. The ECIs were obtained using 

utomatic relevance determination regression [43] using the hyper 

arameter λ = 10 4 . To exactly reproduce pure Pd ( c = 0 ) and fully

oaded Pd–H ( c = 1 ), we constrained the zerolet J 0 and the singlet

 during fitting. The CE was created using the icet package [44] . 
1 
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Long-ranged interactions mediated by strain are no longer cap- 

ured after the CE has been truncated. In particular, the energetics 

f coherent interfaces in size-mismatched systems are qualitatively 

rong. To overcome this limitation of a standard alloy CE, Laks 

t al. [45] proposed the inclusion of an additional term referred 

o as the constituent strain, 

(σ ) = E CE (σ ) + E CS (σ ) 

= E CE (σ ) + 

∑ 

k 

�E CS ( ̂  k , c) F ( k , σ ) . (6) 

o find the ECIs, the second term is subtracted from the training 

ata prior to fitting. The constituent strain term associates an en- 

rgy with static concentration waves, i.e., concentrations that vary 

long a direction 

ˆ k . Superlattices formed as a result of phase sepa- 

ation are examples of such concentration waves. A superlattice is 

 structure in which n atomic layers of phase A are followed by n 

tomic layers of B, periodically repeated, and can be characterized 

y the orientation 

ˆ k of the interface between the two phases. If the 

nterface between the phases is coherent but the phases are size- 

ismatched, as is the case for the α and β phases of Pd–H, such 

uperlattices are associated with an elastic strain energy. Since the 

tiffness is not isotropic, this energy depends on the orientation 

ˆ k 

f the coherent interface. The term �E CS ( ̂ k , c) is a material prop-

rty that can be calculated from a large number of small DFT cal- 

ulations using the same parameters as described above (but with- 

ut relaxation), following the approach outlined by Ozolins et al. 

46] . It describes the excess energy (per atom) associated with su- 

erlattice formation in the ˆ k direction having an overall concentra- 

ion c. Specifically, it can be written 

E CS ( ̂  k , c) = min 

a SL 

[
(1 − c)�E epi 

Pd 
(a SL , ̂  k ) + c�E epi 

PdH 
(a SL , ̂  k ) 

]
, (7) 

here the minimization is over the lattice parameter a SL in the 

lane of the interface and E 
epi 
X 

(a SL , ̂
 k ) represents the excess energy 

f phase X when it is epitaxially strained to the lattice parameter 

 SL . 

The factor F ( k , σ ) is a measure of the extent of configuration σ
atching a concentration wave with reciprocal vector k . Following 

ore recent versions of this approach [47,48] , we write it as 

 ( k , σ ) = | S( k , σ ) | 2 e −| ηk | 2 
/ 

4 c(1 − c) , (8) 

here c is the concentration and S( k , σ ) is the structure factor. 

he exponential term suppresses the constituent strain energy as- 

ociated with rapidly varying concentrations, and we found that 

or the present system η = 10 Å provides an accurate CE while the 

onstituent strain is still well described. 

Evaluation of the constituent strain involves a summation over 

 -points in the first Brillouin zone of the primitive face-centered 

ubic (FCC) cell, and nonzero F ( k , σ ) are obtained for k that are in-

eger multiples of the reciprocal lattice vectors of the supercell. For 

ach nonzero value F ( k , σ ) , we need to know �E CS ( ̂ k , c) to eval-

ate the strain energy. For large simulation cells, this requires in- 

ormation about �E CS ( ̂ k , c) for a large number of crystal directions 
ˆ 
 . To avoid an excessive number of DFT calculations, we used a fit 

o the known values of �E CS ( ̂ k , c) to calculate constituent strain 

n unknown directions ˆ k (for details, see Supplementary Note 3). 

ince low-index directions dominate the simulation cells employed 

n this work, the fitted values have only a marginal impact on the 

verall result. 

.3. Monte Carlo simulations in the VCSGC ensemble 

To extract thermodynamic quantities using our model, we per- 

ormed MC simulations using the mchammer module of the icet 

ackage [44] . To this end, we used a standard Metropolis algorithm 
4 
n which the chemical identity of a randomly chosen site is flipped 

ith probability 

 ( accept ) = min { 1 , exp ( −�ψ/k B T ) } . (9) 

he choice of ψ corresponds to sampling of different thermody- 

amic ensembles. In the present approach, we specifically need 

o access two-phase regions, where one value of the chemi- 

al potential maps to multiple concentrations. We therefore used 

he variance-constrained semi-grand canonical (VCSGC) ensemble 

49,50] , for which 

 = E + κ̄Nk B T 
(
c av + φ̄/ 2 

)2 
, (10) 

here E is the potential energy, N the total number of sites, and 

 av the overall concentration. The parameters φ̄ and κ̄ constrain 

he average and the variance of the concentration, respectively. We 

sed κ̄ = 200 throughout, but the simulations are quite insensitive 

o this choice. Simulations in the VCSGC ensemble allow for ther- 

odynamic integration, since the (canonical) free energy derivative 

s an observable of the ensemble, 

∂F 

∂c 
= −2 ̄κNk B T 

(〈 c av 〉 + φ̄/ 2 

)
, (11) 

here 〈 c av 〉 is the observed overall concentration, in the present 

ase the one of hydrogen. By running a series of simulations in the 

ange −2 � φ̄ � 0 , one can thereby continuously map out the rela-

ion between chemical potential and concentration over the entire 

nterval 0 < 〈 c av 〉 < 1 . This in turn enables one to integrate the free

nergy over concentration. In contrast to the semi-grand canoni- 

al ensemble, the constraint on the concentration variance implies 

hat simulations will stabilize also inside two-phase regions, and 

he free energy can be integrated across phase boundaries. The lat- 

er is a crucial ingredient in our method. 

Furthermore, the observed state can be related to the chemi- 

al potential difference of the constituents. In our case, the con- 

tituents are hydrogen and vacancies, and with a zero chemical 

otential for vacancies, we can write 

¯ H = 

1 

N 

∂F 

∂c av 
. (12) 

or the present case, this quantity is related to the absolute chem- 

cal potential of H 2 gas according to μH 2 
= 2 

(
μ0 

H 
+ μ̄H 

)
, where μ0 

H 
s a reference that accounts for the offset introduced by fitting 

ixing energies rather than absolute energies. Assuming the H 2 

as is ideal, we can relate the chemical potential to the partial 

ressure of H 2 via 

H 2 (T , p H 2 ) = μ◦
H 2 

(T ) + k B T ln 

p H 2 
p ◦

H 2 

. (13) 

ince small errors in the temperature-dependent reference μ◦
H 2 

(T ) 

ave a large impact on the relation between μH 2 
and p, we chose 

o fit this reference level so as to reproduce the plateau pressure of 

he phase transition as measured in experiment (see Fig. S2). This 

s the only experimental input in our model. Our quantification of 

he hysteresis is, however, not impacted by this fit, only the abso- 

ute pressures for the transition from α to β phase and vice versa. 

. Results and discussion 

.1. Calculation of phase boundaries 

To calculate phase boundaries, we begin by studying the free 

nergy landscape obtained from MC simulations in simulation cells 

f increasing length, ranging in size from 4 × 4 × 4 conventional 

4-atom) unit cells (256 octahedral interstitial sites) to 4 × 4 × 35 

onventional unit cells (2,240 sites) using a CE with strain (for de- 

ails concerning the CE model, see Supplementary Note 1, Fig. S3 
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Fig. 2. Energetics of Pd–H based on MC simulations at 250 K (left), 350 K (middle), and 450 K (right) in cells elongated along 〈 100 〉 . (a–c) μ̄H –c isotherms always coincide 

above and below the phase boundaries, but in the two-phase region at low temperatures the isotherm changes with simulation cell length. (d–f) The free energy decreases 

with increasing simulation cell length; yet it approaches a finite value inside the two-phase region, indicating a macroscopic energy barrier. The decrease with cell length 

is pronounced at low temperature but almost non-existent at high temperature. (g–i) The free energy barrier results from a combination of chemical free energy and strain 

energy, but the strain energy contribution is significant only in long cells at low temperatures, indicating that it is only in these cells that phase separation occurs. Here, the 

free energy f (d–f) and the strain energy E CS (g–i) have been tilted ( � f and �′ E CS ) so as to be zero at the incoherent phase boundaries. 
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nd Fig. S4). Our approach allows us to obtain the relationship be- 

ween hydrogen chemical potential μ̄H and overall concentration 

 av also in the two-phase α + β region, which is characterized by 

ne value of μ̄H mapping to several values of c av ( Fig. 2 a–c). By in-

egration, we obtain the free energy � f (c av ) ( Fig. 2 d–f, here tilted

o make � f (c incoh 
α ) = � f (c incoh 

β
) = 0 ). The α + β two-phase region

s manifested by a concave interval in � f (c av ) . By drawing the 

ommon tangent, we can identify the incoherent phase boundaries, 

 

incoh 
α and c incoh 

β
(green circles in Fig. 2 d–f). These are the equilib- 

ium concentrations of an incoherently phase-separated system. 

The identification of incoherent phase boundaries (the binodal) 

s insensitive to simulation cell size and shape, since free ener- 

ies calculated with different simulation cells only differ inside the 

wo-phase region. Nevertheless, these differences reflect important 

spects of the simulations. At low temperatures, the chemical po- 

ential in the two-phase region ( Fig. 2 a, 250 K) is such that the free

nergy barrier becomes lower as the simulation cell grows longer 

 Fig. 2 d). This is expected, since with a larger cell the system has

reater configurational freedom and can thus explore more con- 

gurations. The main difference between the small, cubic cell and 

he long cells, is that the latter support phase separation. This is 

ost clearly manifested by a larger strain energy inside the two- 

hase region in long cells than in the small, cubic cell ( Fig. 2 g).

t 350 K ( Fig. 2 h), these effects are much less pronounced and at

50 K ( Fig. 2 i), they are non-existent; the strain energy is almost 

dentical in the smallest and the largest cell. This indicates that 

hase separation does not occur, which is readily confirmed by in- 

pection of the trajectories. 

The spinodal lies inside the incoherent phase boundaries where 

he free energy depends on simulation cell size, and thus it can- 

ot be deduced from an arbitrary simulation cell. To calculate the 

pinodal, we track, respectively, the position of the local maximum 

nd minimum in the μ̄H –c av isotherm for the smallest simulation 

ell (purple squares in Fig. 2 a–c), because this is the only cell that
5 
aintains the single-phase, homogeneous concentration profile re- 

uired for the spinodal to be well-defined. 

A few additional observations are helpful at this point. The μ̄H –

 av isotherm ( Fig. 2 a) converges fairly quickly as the simulation cell 

ecomes longer. It does, however, not converge to the horizontal 

ine connecting c incoh 
α and c incoh 

β
(the common tangent) but to a 

loping line with a weak curvature. Differences between cells of 

ifferent length are largest close to the edges of the two-phase re- 

ion, because phase separation is not necessarily favorable if the 

olume fraction of the minority phase is too small, an effect that 

ecomes more pronounced the smaller the cell. The system then 

dopts a single-phase configuration, and the thermodynamic equi- 

ibrium state coincides with the small 4 × 4 × 4 cell. As a result 

f the slope of the free energy derivative, the free energy bar- 

ier approaches a finite value; in other words, it does not vanish 

n the thermodynamic ( N → ∞ ) limit. This finite energy barrier 

s a consequence of the system being coherently phase separated. 

hese observations are consistent with the model by Schwarz and 

hachaturyan [17,18] . 

To extract the coherent phase boundaries, we are interested 

n the compositions of the two phases in the coherently phase- 

eparated system. To extract these, we calculated a running aver- 

ge of hydrogen concentration per atomic layer, with the average 

aken over five layers. We then calculated the hydrogen concentra- 

ion in the α phase as the average concentration of the longest 

eries of contiguous atomic layers that had a concentration be- 

ow 20%, and similarly for the β phase (illustrated in Fig. 3 a). The 

esults show that the hydrogen concentration of the β phase in- 

reases as the β phase grows and the overall concentration in- 

reases ( Fig. 3 b). It is, however, always significantly smaller than 

 

incoh 
β

. In the α phase, the concentration is essentially constant 

ut larger than c incoh 
α ( Fig. 3 c). As discussed above, phase sepa- 

ation is not necessarily favorable in finite simulation cells with 

verall concentrations close to the phase boundaries. Consequently, 
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Fig. 3. Extraction of coherent phase boundaries. Data presented concerns {100} interfaces at 250 K, but the procedure is analogous for other interfaces and temperatures. 

(a) The hydrogen concentration in each atomic layer was calculated and averaged over five neighboring layers (black line), in this case for a snapshot of a 30 × 4 × 4 

simulation cell, having 60 atomic layers (inset, note that Pd atoms are fixed). The concentration in the α and the β phase was taken as the average concentration in the 

longest set of contiguous atomic layers that had, respectively, concentration below and above 0.2 (red, dashed line). (b) By averaging the thus obtained concentrations over 

all snapshots, using different overall concentrations, one observes that the concentration in the β phase is independent of simulation cell size for sufficiently long cells if the 

overall concentration is not too close to the phase boundaries. The concentration further increases as the β phase grows. By linear extrapolation (gray, dotted line) to 100% 

volume fraction β , where the overall concentration is equal to the concentration in the β phase, the coherent phase boundary c coh 
β

is extracted (orange, dashed line). This 

concentration is significantly smaller than c incoh 
β

(green, dashed line, as extracted in Fig. 2 d–f). (c) In the α phase, the concentration is essentially unaffected by the overall 

concentration. The corresponding coherent phase boundary c coh 
α (orange, dashed line) is significantly larger than the incoherent phase boundary c incoh 

α (green, dashed line). 

(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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a

ur data for the composition of the α and the β phases do not 

each the points where the concentration of the phase equals the 

verall concentration (i.e., where the volume fraction of the phase 

s 100%). Nevertheless, the available data enables extrapolation to 

hese points (orange diamonds in Fig. 3 b and c). These points 
g

6 
ield the coherent phase boundaries at the corresponding tem- 

erature, c coh 
α and c coh 

β
, because they mark the limits of the con- 

entration interval in which coherent phase coexistence is favor- 

ble in the closed system, or, equivalently, the limits where the 

rand potential becomes monotonically decreasing in the direc- 
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Fig. 4. Phase diagram for Pd–H. The incoherent phase boundaries (binodals, green 

lines) indicate where the phase transition is thermodynamically favorable in the 

stress-free case. The critical temperature agrees well with experimental results 

(540 K in our model, 560 K experimentally [51] ), and so does the phase boundary 

on the α side, while the concentration in the β phase is underestimated compared 

to experiment. If the phase transition occurs fully coherently, phase coexistence be- 

tween α and β during the transition is only favorable between the coherent phase 

boundaries (orange area). Above approximately 400 K, coherent phase coexistence 

is no longer a favorable pathway for any composition, and the phase transition from 

α to β and vice versa proceeds with a spatially homogeneous hydrogen concen- 

tration in the full concentration range. This phase transition becomes spontaneous 

within the incoherent spinodal (purple area). Dashed lines indicate extrapolation of 

the results of the simulations. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.) 
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ion of the phase transition in the open system (in the thermo- 

ynamic limit). We emphasize that the coherent and incoherent 

hase boundaries differ significantly. We also note that, in the 

resent system, it is sufficient to consider simulation cells with 

100} interfaces when calculating coherent phase boundaries, since 

ny other orientation leads to larger strain energy (see Fig. S4) 

nd thereby thermodynamically less favorable coherent phase 

oexistence. 

.2. The Pd–H phase diagram 

By tracking the incoherent and coherent phase boundaries as 

ell as the spinodal as a function of temperature, we can construct 

he phase diagram ( Fig. 4 ). We note first that the critical tempera-

ure predicted by our model (540 K) agrees well with the experi- 

ental data by Wicke et al. [51] , while noting that the critical tem-

erature obtained with a CE is in general associated with a signif- 

cant statistical uncertainty [44,52] . The incoherent phase bound- 

ry (green line) marks the concentrations where the phase tran- 

ition may start if it is fully incoherent. Compared to experiment 

taken from desorption isotherms of bulk samples, which are be- 

ieved to be close to the actual incoherent phase boundaries [51] ), 

he phase boundary on the α side is in very good agreement, while 

e underestimate the concentration on the β side. Similar results 

or the incoherent phase diagram have previously been obtained in 

E studies [52,53] . Differences between simulation and experiment 

re likely related to both the (in)accuracy of the underlying DFT 

alculations and the treatment of temperature-dependent proper- 

ies, notably the neglect of vibrations. A series of harmonic mod- 

ls for low-energy structures fitted with the hiphive package [54] , 

ndicate that vibrations may move the phase boundary to higher 

oncentrations, closer to experiment (Fig. S5). 
7 
The coherent phase boundaries (orange line in Fig. 4 ) mark 

he concentrations where the fully coherent phase transition may 

tart; Inside these boundaries, phase transitions may occur with 

he two phases temporarily coexisting with a coherent interface. 

he coherent phase boundaries are always inside the incoherent 

hase boundaries because of the additional strain energy contri- 

ution. Coherent phase separation between α and β becomes en- 

rgetically unfavorable above approximately 400 K, because then 

he strain energy associated with phase separation is always larger 

han the gain in chemical free energy. We will refer to this as the 

oherent critical temperature. The exact value of the coherent crit- 

cal temperature is difficult to determine accurately and was here 

btained by extrapolation of the coherent phase boundaries in the 

ange of 20 0–30 0 K where the constitution of the phases is still 

elatively easy to determine. The value of 400 K obtained by this 

rocedure is further supported by an analysis of the histogram of 

tomic layer concentrations (Fig. S6). Our calculated coherent criti- 

al temperature is higher than the only previous attempt to deter- 

ine the coherent critical temperature in Pd–H that we are aware 

f [55] . Based on experimental data for elastic constants, lattice pa- 

ameters, and incoherent critical temperature, the latter gave an 

stimate for the coherent critical temperature between approxi- 

ately 260 and 350 K. 

We thus predict that there is an interval between approxi- 

ately 400 K and 540 K where the phase transition occurs without 

+ β coexisting during the transition. In this interval, the phase 

ransition does not proceed by nucleation and growth, since nu- 

leation would be associated with a strain energy that exceeds the 

ain in chemical free energy. Instead, the system will always re- 

ain in a single-phase configuration (as schematically indicated 

n Fig. 1 g). We emphasize that the transition from α to β (and 

ice versa) is still a first-order phase transition in this tempera- 

ure interval, and is as such characterized by a plateau in the ab- 

orption/desorption isotherm as well as hysteresis. The behavior of 

he system above and below 400 K only differs with regard to the 

athway of the phase transition. 

We have also drawn the incoherent spinodal in Fig. 4 (purple 

ine). As discussed in Section 2.2 , the significance of the incoherent 

pinodal in an open, coherent system is that it marks the concen- 

rations where the chemical potential of hydrogen is large (small) 

nough for any free energy barrier for absorption (desorption) to 

e eliminated (as indicated in Fig. 1 f). Hence, the phase transition 

ill always occur spontaneously once the incoherent spinodal has 

een reached. (We also acknowledge the existence of the coher- 

nt spinodal, where the coherent system becomes unstable with 

espect to formation of concentration waves, but it is not relevant 

or our analysis.) 

.3. Calculation of hysteresis 

Equipped with the coherent phase boundaries, we can now ex- 

rapolate the coherent energy landscape to the thermodynamic 

imit. To this end, we fit a second degree polynomial (orange, 

ashed line in Fig. 5 a) to μ̄H as a function of c av for the longest

ells in the concentration interval [0.1, 0.3], while enforcing that 

he resulting curve crosses the single-phase μ̄H –c av curve (black 

ine in Fig. 5 a) at the concentrations c coh 
α and c coh 

β
calculated in the 

revious section. The (thermodynamic, coherent) hysteresis is then 

iven by the pressure difference between the highest and lowest 

oints on this line; this is the path of lowest free energy in the 

hermodynamic limit. Below approximately 350 K, this hysteresis 

s smaller than the full spinodal hysteresis, which is given by the 

ifference between the maximum and the minimum of the black 

ine in Fig. 5 a. When the spinodal lies outside the coherent phase 

oundaries, the system will always undergo full spinodal hystere- 

is; the system cannot lower its free energy by phase separation 
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Fig. 5. Thermodynamic hysteresis in the coherent Pd–H system. (a) p–c isotherm at 250 K. We identify two kinds of hysteresis, full spinodal hysteresis (purple lines) and 

coherent hysteresis (orange lines), i.e., the thermodynamic hysteresis intrinsic to the coherent phase transition. The former is derived by finding the local maximum and 

minimum in the isotherm, whereas the latter requires extrapolation to the thermodynamic (infinite size) limit (orange, dashed line). (b) Coherent hysteresis is smaller than 

full spinodal hysteresis as long as the coherent phase boundary lies outside the spinodal ( � 350 K), but for higher temperatures the hysteresis will always be full spinodal 

(unless dislocations form). Compared to measurements on nanoparticles [20,24] (gray triangles), we make a slight overestimation of the hysteresis, possibly because of defect 

formation during dehydrogenation in experiment. Hysteresis is here quantified as the logarithm of the ratio between the transition pressure from α to β ( p → 

) and β to α

( p ← 

). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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utside the coherent phase boundaries. Using the full spinodal hys- 

eresis as an approximation of the coherent hysteresis, as has pre- 

iously been done in the literature [6,56] , is thus sensible if the 

emperature is sufficiently high. 

We quantify the hysteresis using ln p → 

/p ← 

, where p → 

and p ← 

re the transition pressures from α to β and vice versa ( Fig. 5 b). 

e note that our hysteresis is significantly narrower than the hys- 

eresis predicted by Schwarz et al. [56] (for example, at 300 K we 

btain a coherent hysteresis ln p → 

/p ← 

≈ 2 . 3 , which is less than

alf of what was predicted in [56] ). We attribute the majority of 

his difference to the choice of the underlying atomic scale interac- 

ion model, as a semi-empirical embedded atom method potential 

as used in Schwarz et al. [56] . 

Comparison of our results to the hysteresis experimentally mea- 

ured in Pd nanoparticles smaller than 300 nm, which are widely 

onsidered to transition coherently, is not entirely straight-forward, 
8 
ince the hysteresis decreases with the size of the nanoparti- 

les. This is connected to the critical temperature also decreasing 

ith smaller nanoparticle size [6] , an effect that our model does 

ot take into account. Moreover, modeling of hydrogen insertion 

nto Pd nanoparticles using an empirical potential has shown that 

ressure–composition isotherms can be qualitatively different be- 

ween bulk and small nanoparticles due to a large fraction of sur- 

ace and subsurface sites in the latter [57] . To enable a fair com- 

arison, we extracted experimental data for two cases where the 

ysteresis was measured at fixed temperature for single-crystalline 

anocubes of different sizes [20,24] , and extrapolated the size- 

ependent hysteresis to the bulk limit (gray triangles in Fig. 5 b, 

xtrapolation in Fig. S7). Our model still slightly overestimates the 

ysteresis compared to these data. Previous analyses have indi- 

ated that the α → β phase transition occurs fully coherently in Pd 

anoparticles, whereas this does not always apply for the β → α
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Fig. 6. Coherent α/ β interface free energies in Pd–H. The interface energies are the 

largest for interfaces with {100} orientation and smallest for {111}. The error bars 

represent the spread of interface energies over the (overall) concentration interval 

[0.15, 0.25], and the symbols the average in that interval. 
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ransition [6,8] . If desorption is at least partially incoherent, the 

ysteresis will shrink, which may explain the discrepancy between 

he hysteresis in our model and experiment, as our model assumes 

ully coherent phase transitions during both loading and unloading. 

t should further be noted that the surfaces of nanoparticles allow 

or stress relaxation, in particular far from the α/β interface, which 

ost likely leads to a lowering of the free energy barrier of the 

hase transition associated with coherency stresses. It is possible 

hat the extrapolation to the bulk limit corrects for this effect to 

ome extent, but not necessarily completely. The overestimation of 

he hysteresis is very slight and is thus not necessarily a sign that 

islocations form during hydrogenation. We also note that quanti- 

ative deviations of the phase boundary on the β side between our 

esults and experiment may propagate into errors in the hysteresis. 

Finally, we note that the results in Fig. 5 were obtained with 

imulation cells with {100} interfaces; any other orientation would 

ield a larger coherent hysteresis, since the strain is the smallest 

or interfaces with {100} interfaces (as quantified in Fig. S4). This 

oes not necessarily mean that the phase transition will always 

roceed with a {100} phase front, because interface energies may 

e smaller in other directions. Interface energies are, however, by 

efinition not taken into account for the thermodynamically man- 

ated coherent hysteresis. 

.4. Calculation of interface free energies 

While interface free energies do not impact coherent hysteresis 

n the thermodynamic limit, they are in practice expected to play 

 role for the actual phase transition, as they constitute a micro- 

copic energy barrier that needs to be overcome. Our simulations 

llow us to extract the coherent interface free energies as well (for 

ethodological details, see Supplementary Note 2 and Fig. S8). The 

esults show that the interface energy of {100} is larger than both 

111} and {110} ( Fig. 6 ). Hence, while strain favors a phase tran-

ition dominated by {100} interfaces, the (chemical) interface en- 

rgies favor other interface orientations. It should be noted that 

he lower interface energies of {111} and {110} are not necessar- 

ly only an effect of favorable chemistry. The concentrations of the 

onstituent phases vary between the three interface orientations, 

ince different interfaces strike different balances between chem- 

stry and strain energy. Nevertheless, the impact of interface en- 

rgies is to stabilize {111} and {110} interfaces relative to {100}, 

hich may provide a clue as to why the former interfaces have 

een routinely observed experimentally during hydrogenation of 
9 
d nanoparticles [25] . We note, however, that the interface ener- 

ies are small in absolute terms; unless the nucleus size is less 

han a few nanometers, the free energy barrier ( Fig. 2 d) will be

ompletely dominated by strain. 

. Conclusion 

We have found that the combination of alloy CEs including 

train and MC simulations in a constrained ensemble with cells 

f different sizes and shapes, constitutes a robust methodology 

or extracting the most relevant thermodynamic quantities of co- 

erent phase transitions in an open system. Most importantly the 

resent approach enables one to quantitatively predict not only the 

ncoherent phase boundaries and the (incoherent) spinodal, but 

lso the coherent phase boundaries, using only input from first- 

rinciples calculations. The results are consistent with the the- 

ry of Schwarz and Khachaturyan [17,18] with only small qual- 

tative differences, such as composition dependence of the con- 

tituent phases in the coherently phase-separated system ( Fig. 3 b) 

nd a weak curvature in the μ̄H –c isotherm in the miscibility 

ap ( Fig. 5 a). Such differences are not unexpected given that the 

eal system deviates slightly from the simplifying assumptions in 

his theory. For example, the variation of the compositions in the 

hase-separated system is likely the result of a small but signifi- 

ant deviation from Vegard’s rule (Fig. S1) as well as the concen- 

ration dependence of the elastic constants (Fig. S9), which have 

een shown to impact the dependence of phase composition on 

verall composition [31,58–60] . 

The phase diagram for Pd–H computed here ( Fig. 4 ) reveals 

hat there is an interval between approximately 400 K and 540 K 

here the phase transition proceeds with a hydrogen distribution 

hat is at all times homogeneous throughout the material, with- 

ut any formation of two coexisting phases. To the best of our 

nowledge, no direct, experimental observations of such a phase 

ransition in Pd–H has been reported yet, which is not surprising 

iven that in situ imaging has been restricted to much lower tem- 

eratures [8,25] . There is experimental evidence for phase coexis- 

ence close to the (incoherent) critical temperature in bulk sam- 

les [61] , but production of dislocations can be expected in such 

amples [62,63] , and our result is only valid if interfaces stay fully 

oherent. We cannot rule out that this assumption may be violated 

lso in nanoparticles, for which most experimental evidence for co- 

erent phase transitions has been obtained at temperatures well 

elow the incoherent critical temperature [6,7] . Our result does, 

owever, urge caution: conclusions drawn about the dynamics of 

he phase transition at low temperatures may not be applicable at 

igher temperatures, since they may occur by different processes. 

Our approach allows for quantification of the hysteresis, both 

bove 350 K where it is fully spinodal, and below 350 K where it 

s anywhere between fully spinodal and coherent. The results are 

argely consistent with available experimental data, although com- 

arison is not straight-forward due to the size-dependency of hys- 

eresis in nanoparticles. We reemphasize that the present results 

re applicable to fully coherent phase separation in Pd–H and thus 

ostly applicable to nanoparticles with diameters below 300 nm 

6,7] . We note that if defects (notably dislocations) are formed, 

hich is expected in bulk Pd–H, other models such as the one in 

ef. [64] are better suited to describe hysteresis. The latter model, 

owever, relies on interface pinning and is therefore not suitable 

o analyze hysteresis in single-crystalline nanoparticles. 

Finally, using extrapolation of data from simulation cells with 

arying shapes, interface free energies can be calculated. In the 

resent case, the interface free energies are very small, which is 

ot unexpected given that a condition for coherent phase transi- 

ions to be competitive, is that their interface free energies are 

ower than the incoherent interface free energies. For most pur- 
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oses, the interface free energies of Pd–H are small enough to 

e safely ignored; the direction-dependent strain energy is by far 

he dominant term unless the nucleus size is smaller than a few 

anometers. Yet, these interface energies may play a role in the 

athway of the hydrogenation of Pd nanoparticles, which has been 

bserved to occur, at least sometimes, via interface geometries dis- 

avored by strain but favored by interface free energies [25] . 
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