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Vibrational signatures for the identification of single-photon emitters in hexagonal boron nitride
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Color centers in hexagonal boron nitride (h-BN) are among the brightest emission centers known, yet the
origins of these emission centers are not well understood. Here, using first-principles calculations in combi-
nation with the generating function method, we systematically elucidate the coupling of specific defects to
the vibrational degrees of freedom. We show that the line shape of many defects exhibits strong coupling to
high frequency phonon modes and that CN, CB, CB-CN dimer, and VB can be associated with experimental line
shapes. Our detailed theoretical study serves as a guide to identify optically active defects in h-BN that can suit
specific applications in photonic-based quantum technologies, such as single photon emitters, hybrid spin-photon
interfaces, or spin-mechanics interfaces.
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I. INTRODUCTION

Hexagonal boron nitride (h-BN) is a wide-band-gap van-
der-Waals solid. In its exfoliated form, h-BN is a stable
two-dimensional material that retains its wide band gap of
about 6 eV. This large band gap supports a diversity of opti-
cally active defect centers, exhibiting a wide range of emission
energies between 1.2 and 5.3 eV [1,2]. Recently, it was shown
that mono and few-layer h-BN can host room-temperature
single-photon emitters (SPEs) [2], which sparked enormous
interest in the field of photonic-based quantum technologies
[3,4]. Follow-up experiments studied SPEs in h-BN in more
detail [2,5–10] and, remarkably, such emitters were shown to
exhibit Fourier transform-limited emission up to room tem-
perature [11]. An understanding of the optical properties of
SPEs in h-BN would enable selecting specific defect centers
to serve as single photon sources [4], as hybrid spin-photon
[12] or spin-mechanics interfaces [13,14].

In order to take full advantage of these SPEs, it is
paramount to identify the responsible defect structures
and corresponding electronic transitions. However, so far
no consensus has been reached concerning the origin of
single-photon emission. While the spatial localization of the
single-photon emission strongly suggests point defects to be
the culprit, the assignment to a specific defect in h-BN is
hampered by the range of zero-phonon lines (ZPLs) that are
observed and the large number of potential defect candidates.
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For ZPLs between 1.6 and 2.3 eV, in most cases pro-
nounced phonon sidebands (PSBs) at about 165 meV below
the ZPL are observed [2,5–9]. In some experiments, PSBs
for some SPEs exhibit, however, a double-peak structure at
around 160 meV and 190–200 meV [9,10]. The similarity of
the PSBs across measurements suggests the emission to be
due to either multiple different defects with similar geometry
or a single defect with variable excitation energy. In a recent
experiment, the variable excitation energy was attributed to
strain effects [10], but Stark shifts have been suggested as well
[15]. It has also been proposed that there are two families of
emitters around 2 eV with different electronic structure and
ZPLs of 1.88 and 2.14 eV, respectively, that can be distin-
guished not only based on their ZPL but also their quantum
efficiency [16].

h-BN also exhibits luminescence in the ultraviolet [17],
with a recent experiment [18] demonstrating single photon
emission at 4.1 eV. The structure of this defect remains
unknown but has been proposed to originate from carbon
defects, although the emission intensity does not exhibit
correlation with C impurity concentration [19]. The highest
intensity peak of the PSB of the 4.1 eV emitter has been sug-
gested to originate from coupling to a 187-meV local phonon
mode [17] and coupling to the zone center longitudinal optical
(LO) phonon mode at 200 meV [20].

Recent theoretical studies focused on calculating the elec-
tronic structure of point defects in monolayer and bulk h-BN
based on first-principle methods [21,22]. The ZPLs for rather
many defects have been calculated within the accuracy per-
mitted by current density-functional theory (DFT) methods
based on hybrid functionals. Furthermore, the PSBs have
been analyzed using phenomenological models [9,23] using
a few selected phonon modes. To the best of our knowledge,
a combined defect and PSBs study has, however, only been
performed on the defects NB-VN and CB-VN [21,24]. In the
latter studies it was concluded that the calculated emission
spectra of NB-VN do not agree with the measured line shapes
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but that CB-VN might be a SPE. Besides these two defects, in-
formation about how specific defects couple to the vibrational
degrees of freedom is scarce.

In the present work, we contribute to closing this knowl-
edge gap concerning point defect-related emissions in h-BN
by considering both charged and charge neutral transitions and
the resulting emission line shape for a set of the most common
intrinsic and extrinsic point defects. Importantly, we calculate
the combined defect and PSB emission spectrum and, thus,
can assess the vibrational fine structure. The resulting emis-
sion spectrum can be used as an experimentally accessible
fingerprint to identify defect-related SPEs. This is possible
since the vibrational fine structure of the emission spectrum
due to an electronic transition on a point defect is highly
sensitive to changes in the local distortion between initial and
final state [25]. In the following, we consider vacancies (VN,
VB) and antisites (NB, BN) as the most important intrinsic de-
fects as well as carbon impurities (CB, CN), vacancy-impurity
complexes (CB-VN, CN-VB) and one antisite-vacancy com-
plex (NB-VN). This selection covers most of the defects that
have been proposed as SPEs in h-BN.

II. METHODOLOGY

A. Defect formation energy

The formation energy of a defect in charge state q is given
by

�E f = Edefect − Eideal −
∑

�Niμi + q(εVBM + �μe), (1)

where Edefect and Eideal are the total energies of the defective
and ideal systems, respectively. �Ni denotes the change in the
number of atoms of type i between defective and ideal system,
while εVBM and �μe are the valence band maximum (VBM)
position and the (relative) electron chemical potential, respec-
tively. The chemical potentials μi of B and N are coupled to
each other via

μB + μN = −EBN, (2)

where EBN is the cohesive energy of h-BN [26]. Below, we
consider the nitrogen-rich limit, where μN = − 1

2 EN2 and the
boron-rich limit, where μB is taken as the negative cohesive
energy of elemental α-B (spacegroup R3̄m). The chemical
potential of carbon is set to the one of graphene throughout.
The charge transition level (CTL) between charge states q and
q′ is the value of the electron chemical potential for which the
formation energies of the defect in charge state q and q′ are
equal. Throughout this study, CTLs are reported with respect
to the VBM.

B. Line shape of emission spectrum

PSBs arise due to emission from the electronic excited
state to the vibrationally excited electronic ground state. The
structure of the emission spectrum can be computed from
a knowledge of the phonon spectrum and the difference in
the ionic configurations associated with excited and ground
states �R. The extent of the lattice distortion can be measured
by the magnitude of the mass weighted difference in ionic

displacements

�Q =
√∑

a

ma�Ra · �Ra, (3)

where the sum runs over all atoms in the defect cell.
In this work, the line shape is computed using the gener-

ating function approach [25,27,28]. The central quantity in
the generating function approach is the electron-phonon spec-
tral function, which depends on the coupling between lattice
displacement and vibrational degrees of freedom. The latter
information is encoded in the so-called partial Huang-Rhys
(HR) factor

Sk = 1

2h̄
ωkQ2

k . (4)

Qk is the projection of the lattice displacement on the normal-
ized collective displacement described by phonon mode k and
given by [29]

Qk =
∑

a

√
ma

(
na

k

∣∣�Ra
)
, (5)

where a runs over all the atoms in the computational cell and
nk is the normalized ionic displacement vector corresponding
to phonon mode k.

The electron-phonon spectral function is then obtained by
summation over all modes

S(ω) =
∑

k

Skδω,ωk . (6)

It has dimensions of inverse energy in the same units as ω. The
integral over the electron-phonon spectral function gives the
(total) HR factor of the transition. The electron-phonon spec-
tral function is then transformed to the time domain to obtain
S(t ) = ∫

dωS(ω) exp(−iωt ) and the generating function G(t )
is obtained by exponentiation of S(t )

G(t ) = eS(t ).

This expression is obtained in the low temperature and parallel
mode approximation (see Sec. II C below). Fourier trans-
formation of the generating function yields the line-shape
function [29]

A(ωeg − ω) = 1

2π

∫ ∞

−∞
dt G(t )eiωt−κ|t |. (7)

Here κ is a broadening parameter that governs the width of
the ZPL. It is necessary for numerical reasons and does not
represent thermal broadening. It can, however, be tweaked
to (artificially) broaden the spectrum and specifically the
ZPL, which in measurements are subject to inhomogeneous
and thermal broadening. The δ functions in Eq. (6) are ap-
proximated with normalized Gaussians, which is akin to the
smearing that is adopted when computing electronic and
phonon densities of states. Similarly, there is a correlation
between the convergence with respect to smearing and the
number of modes (i.e., the size of the supercell in the present
case or the density of the Brillouin zone mesh when comput-
ing a density of states). Here, we use a smearing width of
6 meV to broaden the Gaussians.
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Finally, the line-shape function is related to the lumines-
cence intensity via

L(ω) = Cω3A(ω), (8)

where C is a normalization constant chosen such that∫
dω L(ω) = 1.
The localization of a phonon mode can be measured using

the inverse participation ratio (IPR) [29]

IPRk = 1

/ ∑
a

(
na

k · na
k

)2
, (9)

which can assume values between 1 and N , where N is the
number of atoms in the computational cell for which the
phonon spectrum has been calculated. Smaller and larger val-
ues indicate more and less localized character.

C. Limitations of the generating function method

For reasons of computational complexity one usually
makes several approximations when applying the generat-
ing function approach to predict the line shapes of specific
defects. As note above (Sec. II B), here, we employ the low-
temperature and parallel mode approximations.

In the low-temperature approximation the emission is
assumed to occur from the vibrational ground state of the ex-
cited electronic state. In addition, anharmonic contributions,
which lead to, e.g., finite phonon lifetimes, are neglected.

In general, the normal modes of the initial �Qi and final
configurations �Q f can be related via the Duschinsky transfor-
mation [30,31]

�Q f = J �Qi + �K, (10)

where J and �K represent a rotation and a translation, re-
spectively. In the parallel mode approximation J is taken
as the identity matrix. As a result, the evaluation of high-
dimensional integrals involving the ionic wave functions
factorizes into products over one-dimensional integrals, dra-
matically reducing the computational cost. For systems with
relatively few atoms (e.g., molecules) it is feasible to avoid
the parallel mode approximation but it is often required for
practical reasons in solids [31]. It can, however, lead to errors
in particular for transitions in which the ground and excited
state configurations exhibit different symmetries.

Furthermore, we note that in many measurements the pho-
toluminescence is measured over a finite region containing an
ensemble of defects with variations in the local environment
(e.g., local strain), leading to inhomogeneous broadening,
which is not captured here.

D. Computational details

All DFT calculations were carried out using plane-wave
basis sets [32] and the projector augmented wave method
[33,34] as implemented in the Vienna ab initio simulation
package [35] (version 5.4.4). Exchange-correlation contribu-
tions were obtained using the semilocal functional of Perdew,
Burke, and Ernzerhof (PBE) [36] and the hybrid HSE06
functional [37] using both the standard value for the mixing
parameter α = 0.25 as well as a value of α = 0.60 tuned to
reproduce the band gap as detailed below (Sec. III A). A plane

wave basis set with a cutoff energy of 550 eV was employed to
represent the electronic wave functions. Geometry optimiza-
tion was performed for all systems, during which the atomic
positions were allowed to relax until all forces were less than
20 meV/Å.

Brillouin zone sampling was performed using a grid of
21 × 21 × 1 for the primitive hexagonal (two-atom) unit cell.
Defect calculations were carried out using a 8 × 8 × 1 su-
percell with 19.88 Å vacuum while the Brillouin zone was
sampled using the 	-point only.

The ZPLs arising from transitions between defect-induced
levels and band states were computed using the HSE06 hybrid
functional using a mixing parameter of α = 0.6 to correct for
the band-gap error of semilocal functionals (see Sec. III A
for the motivation of this choice of mixing parameter). For
charged defect cells, a correction of q2 0.5 eV was added to
the total energy to account for periodic image charge effects
and potential offsets [38,39]. This approach yields CTLs that
agree well (within 30 meV) with the values presented in the
erratum of Ref. [38].

Charge neutral excitations were modelled using the �SCF
method, in which the electronic occupations are constrained.
The description of electronic states that are localized at the
level of semilocal exchange-correlation functionals such as
PBE is commonly only weakly affected by the addition of ex-
act exchange. (For illustration, PBE and standard HSE06 (α =
0.25) yield ZPLs for V−

B of 1.71 and 1.84 eV, respectively.)
Since in the present case the convergence of excited state
calculations with hybrid functionals is both very tedious and
computationally demanding, all charge neutral defect-defect
transitions were treated at the semilocal density functional
theory (DFT) level (PBE).

Vibrational spectra were obtained at the semilocal DFT
level (PBE) using the PHONOPY package [40]. In the com-
putation of the electron phonon spectral function S(ω), the
Kronecker δ in Eq. (6) was approximated using normalized
Gaussians with a smearing of 6 meV. The integration over
the time domain in the Fourier transform to obtain A(ω) was
performed over 2 ps with a time spacing of 1 fs. Convergence
of the spectral distribution function is demonstrated in the
Supplemental Material [41].

III. RESULTS

A. Pristine h-BN

Without taking into account zero-point effects, the PBE
functional yields a lattice parameter of 2.51 Å for h-BN while
one obtains 2.49 Å with HSE06 using α = 0.25. These values
compare well with the experimental lattice parameter for bulk
BN of 2.51 Å at 10 K [42]. For consistency, all calculations be-
low, including those based on the standard HSE06 functional
(mixing parameter α = 0.25), were carried out using a lattice
constant of 2.51 Å.

The calculated electronic (or single-particle) band gap, on
the other hand, measures 4.67 and 5.71 eV with PBE and
standard HSE06 (α = 0.25), respectively, in line with other
theoretical studies [43]. The experimentally measured optical
band gap is 6.1 eV and 6.0 eV for monolayer h-BN [44] and
bulk BN [45], respectively. While these numbers appear rather
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FIG. 1. Vibrational spectrum of pristine h-BN with Cartesian
projection of the normal modes as computed with PBE and HSE06
(α = 0.25 and total density of states only; computed using a
8 × 8 × 1 supercell).

close to the value obtained using standard HSE (α = 0.25), a
sound comparison requires accounting for the exciton binding
energy, which is very large both in bulk [46] and monolayer
h-BN [43], as well as the effect of zero-point motion via
electron-phonon coupling [47]. It is therefore more instructive
to compare the DFT values with the results from G0W0 calcu-
lations [43], which provide a value of 7.1 eV, corresponding
to the single-particle band gap in the absence of both exciton
formation and zero-point motion. To reach this value using
the HSE06 functional one requires a mixing parameter of
α = 0.60, yielding a band gap of 7.2 eV. Below, we therefore
use HSE06 with a mixing parameter of α = 0.60 to compute
defect formation energies and ZPLs derived thereof.

Before considering the vibrational spectra of defects, a
closer inspection of the vibrational spectrum of pristine h-BN
is instructive. The vibrational spectra from PBE and HSE06
are very similar, with the latter yielding a slightly stiffer re-
sponse overall (Fig. 1) [48]. Given the two-dimensional (2D)
character of h-BN, the phonon density of states (DOS) can
be decomposed into an in-plane and out-of-plane part. In part
due to the quadratic dispersion inherent to 2D materials [49],
the lower frequency part of the spectrum is dominated by
out-of-plane modes. The out-of-plane partial DOS features

two pronounced bands ranging from 0 to about 40 meV and
from approximately 65 to 100 meV (values from PBE), re-
spectively, with two pronounced peaks at 40 and 80 meV.
The in-plane partial DOS covers the entire frequency range
spanning up to 187 meV in good agreement with other first-
principle studies [50,51]. The most notable feature is an
asymmetric peak at 154 meV.

B. Defect energetics

From the outset we considered vacancies (VN, VB) and
antisites (NB, BN) as possibly relevant intrinsic defects as well
as carbon impurities (CB, CN, CB-CN), vacancy-impurity com-
plexes (CB-VN, CN-VB) and one antisite-vacancy complex
(NB-VN), see Fig. 2(a) for atomic structures. To determine
the energetically most favorable defects and defect configu-
rations along with pertinent charge states we computed the
defect formation energies under both B and N-rich conditions
[Fig. 2(b)]. Where comparable the results are consistent with
previous work on monolayer h-BN [38]. Under N-rich con-
ditions NB (donor with q = +1, 0) and VB (acceptor with
q = 0, −1) are the most favorable intrinsic defects, whereas
under B-rich conditions BN (acceptor, q = 0, −1) and VN

(ambipolar with q = +1, 0, −1) have the lowest formation
energies. With regard to extrinsic defects, we find CB (q =
+1, 0), CN (q = 0, −1), and CB-CN (q = 0, −1) to be lowest
energy defects under both B and N-rich conditions. The defect
complexes involving substitutional impurities and vacancies,
specifically CB-VN and NB-VN, have high formation energies
but are nonetheless included in the analysis below since they
have been discussed as potential SPEs before [2,21,52].

C. Transition types

In the following, we consider two types of transitions: (i)
localized-to-delocalized (LD) transitions involve a localized
defect level and a (delocalized) band edge state; (ii) localized-
to-localized (LL) transitions involve two defect levels both of
which reside inside the band gap when they are occupied.

To illustrate the features and emphasize similarities and
differences between these transition types, it is instructive to

(a) (b)

FIG. 2. (a) Structures of a selection of defects in h-BN. Boron, nitrogen, and carbon atoms are shown in green, orange, and black,
respectively. (b) Formation energies of intrinsic (left) and extrinsic (right) defects in the N-rich (top) and B-rich (bottom) limits. S and T
indicate singlet and triplet configurations, respectively.
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(a) (b) (c) (d) (e)

FIG. 3. Relation between (a) transitions in the one-dimensional configuration coordinate (CC) diagram and (b) the corresponding formation
energy diagram illustrated for the case of recombination with valence band (VB) charge carriers (�μe = 0 eV) in CN. The CC diagram is
constructed based on PBE values and shifted to the HSE06 (α = 0.60) ZPLs. The difference between localized-localized (LL) and localized-
delocalized (LD) transitions is schematically shown in (c) and (d), where GS and ES stand for ground state and excited state, respectively,
and the arrows indicate electrons in spin-up and spin-down states, respectively. In (e) the one-dimensional CC diagram is shown for the LL
transition on CB-CN. The 1D CC diagram has been computed with PBE.

recall the relations between configuration coordinate diagram,
defect formation energies, CTLs, and defect levels.

In the case of LD transitions, illustrated here by CN, the
absorption (emission) energy corresponds to the 0/ − 1 CTL
obtained when the atomic configuration is constrained to the
equilibrium C0

N (C−
N) geometry [Fig. 3(a)]. The ZPL then cor-

responds to the CTL obtained for the equilibrium geometries
in either charge state [Fig. 3(b)]. If the electron chemical
potential �μe coincides with the VBM, emission occurs by
capturing a hole from the VB edge, depleting the defect level
associated with CN [Fig. 3(c)]. If the electron chemical po-
tential resides at the conduction band minimum (CBM) the
initial and final states are inverted. Since a delocalized band
state is involved in this transition type, a proper description of
the position of the band edges is crucial.

To illustrate LL transitions, we consider here the CB-CN

defect, which presents a particular simple two-level system.
Emission occurs from the excited state CB-C0,∗

N , in which
the highest occupied defect state resides above the lowest
unoccupied level, to the ground state CB-C0

N [Fig. 3(d)]. The
difference in character of the highest occupied defect level
in ground and excited states implies a difference in local
potential that gives rise to a considerable lattice relaxation
after emission [Fig. 3(e)] that underlies the Stokes shift.

The possible LD and LL transitions involving the defects
considered here are compiled in Table I.

D. Transitions on intrinsic defects

Next we turn to a survey of the transition energies and
subsequently an assessment of the line shapes of intrinsic
defects. The prominent high-frequency PSB of emitters in
the 1.6- to 2.3-eV range and at 4.1 eV indicates an effective
phonon frequency of ωeff ∼ 100 meV. The effective frequency
is coupled to the HR factor S and the lattice distortion connect-
ing the initial and final configurations �Q according to

S = ωeff�Q2/2h̄. (11)

As experimentally measured HR factors fall in the range of
S = 1 to 2, the lattice distortion of potential emitters must

therefore be relatively small. For example, a transition cou-
pled to an effective mode with a frequency of 100 meV
must have �Q < 0.41 in order to have an HR factor below
two.

Most transitions on intrinsic defects exhibit, however,
rather large lattice distortions with �Q well above 1

√
amu Å

(see �Q in Table I) that disqualify them as possible narrow
band emitters. These defects often exhibit geometries in which
one or several atoms are located outside of the BN plane,
which can be related to the large structural differences be-
tween different electronic states. Transitions involving VN and
NB are therefore not considered further.

BN can host a LL transition with a ZPL of 1.14 eV accord-
ing to PBE with a relatively small �Q. As the transition is
rather far from the spectral range of interest here (>1.6 eV),
transitions on BN are not considered further either.

NB-VN can be ruled out as well based on the large value of
�Q. The one remaining intrinsic defect VB is considered in
detail in the following section.

1. Boron vacancy (VB)

The symmetry of V0
B is C2v , while the symmetry of V−

B is
D3h. The 0/ − 1 CTL resides 4.12 eV above the VBM, which
is much larger than an earlier theoretical value of 2.4 eV [53].
The latter though was obtained using a much smaller mixing
parameter of α = 0.32, which as discussed in Sec. III A yields
a misleading agreement with the experimentally measured
optical band gap. The large difference is caused by a change
in the spin state of V0

B with increasing mixing parameter
(α = 0.25: S = 3/2; α = 0.60: S = 1/2) that pushes the CTL
to higher energies with respect to the VBM than the corre-
sponding rigid band shift.

At the standard HSE06 level (α = 0.25), V−
B induces nine

occupied in-gap states and two unoccupied in-gap states. In
the spin-up channel, in which the optical transitions presum-
ably occur, there are five occupied in-gap states and two
degenerate unoccupied states. There are two possible LD tran-
sitions on VB, namely a VB hole capture transition involving
V−

B and a conduction band (CB) electron capture by V0
B with
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TABLE I. Transition energies and structural distortions associated with different transitions computed with PBE for localized-localized
transitions and HSE06 for localized-delocalized transitions. HSE06 values were obtained by using HSE06 with α = 0.6 on the standard
HSE06 (α = 0.25) ionic configuration. For localized-delocalized transitions both the ZPL corresponding to the transition involving the VB
edge (left column; identical to the charge transition level) and the transition involving the CB edge (right column) are given [see Fig. 3(c)].
Arrows indicate the direction of a transition. Singlet and triplet states are marked by (S) and (T), respectively. Localized-delocalized transitions
can proceed in either direction, whereas localized-localized transitions always commence from the excited state, the latter being marked by
asterisks. The “Modes” column identifies which phonon spectrum was used for the computation of the line-shape function. ZPL: zero-phonon
line; �Q: magnitude of the lattice distortion between the two defect configurations involved in the transition; HR: Huang-Rhys factor.

ZPLs (eV)

Type Transition PBE HSE06 �Q (
√

amu Å) Modes HR factor

Localized-delocalized V0
B ←→ V−

B 1.12 3.56 4.12 3.09 1.02
V0

N ←→ V−
N 3.83 0.85 6.42 0.79 1.83

←→ V+
N 1.82 2.85 4.04 3.17 1.76

N0
B ←→ N+

B 0.58 4.08 2.56 4.65 1.71
B0

N ←→ B−
N 2.89 1.79 5.14 2.07 1.21

B0
N ←→ B+

N –a –a 0.51 6.70 1.21
NB−V0

N ←→ NB-V−
N 3.83 0.85 6.63 0.58 2.10

←→ NB-V+
N 0.73 3.95 2.38 4.83 1.62

C−
N ←→ C0

N 2.23 2.45 4.40 2.81 0.37 C0
N 1.88

C+
B ←→ C0

B 2.24 2.43 4.20 3.01 0.39 C+
B 1.80

CB-V0
N(S) ←→ CB-V+

N(S) 0.95 3.72 3.02 4.20 4.19
←→ CB-V−

N(S) 4.43 0.24 6.88 0.33 1.17
CB-V0

N(T) ←→ CB-V+
N(T) 1.65 3.02 3.73 3.48 0.56 CB-V0

N(T) 3.22
←→ CB-V−

N(T) 4.22 0.45 6.78 0.43 0.60 CB-V0
N(T) 3.31

CN−V0
B ←→ CN−V−

B 2.44 2.23 4.67 2.54 3.14
CB-C0

N ←→ CB-C+1
N –a –a 1.17 6.04 0.38

Localized-localized V−
B

∗ (D3h) −→ V−
B 1.72 0.34 V−

B 0.91
V−

B
∗ (C2v) −→ V−

B 1.63 0.70 V−
B 2.45

V0
N

∗ −→ V0
N 0.74 2.10

B0
N

∗ −→ B0
N 1.14 0.75

CB-CN
∗ −→ CB-C0

N 3.34 0.28 CB-C0
N 1.10

NB-VN
∗ −→ NB−V0

N 1.98 1.06
CB-VN

∗(S) −→ CB−V0
N(S) 1.04 2.91

CB-VN
∗(T) −→ CB−V0

N(T) 1.33 0.55 CB−V0
N(T) 1.72

aIn the case of PBE, the CTLs fall outside the band gap.

ZPLs of 4.12 and 3.09 eV, respectively. The lattice distortion
between V0

B and V−
B is quite large at 1.0

√
amu Å.

Furthermore, there are five possible LL transitions in-
volving V−

B . Here, we consider only the highest occupied
molecular orbital (HOMO)/lowest unoccupied molecular or-
bital (LUMO) transition in both the D3h and C2v symmetries of
the excited state with ZPLs of 1.72 and 1.63 eV, respectively.
The difference of ∼90 meV between the considered ionic
configurations of the excited state suggests that C2v should be
the equilibrium configuration. Below we, however, consider
the line shapes of both the configurations with D3h and C2v

symmetry, due to the small energy difference and the possi-
bility that semilocal DFT provides an incorrect description of
the equilibrium ionic configuration of the excited state.

First, the case where the initial state symmetry is C2v is
considered with a total HR factor of 2.45. In this case there is
a strong coupling of the electronic transition to a single mode
at 26 meV with a partial HR factor of 0.66 (27% of the total
HR factor) (the spectral function is shown in the Supplemental
Material [41], Fig. S9). The IPR of this mode is 92, suggesting
that it is likely a delocalized mode (the maximal value of the
IPR that can be reached in this supercell is 128). At energies
around 40 meV, there are three modes with partial HR factors

of 0.11 to 0.29 with IPRs of 40 to 50. In the high-frequency
end, there is a coupling to a 162 meV mode with a partial
HR factor of 0.05 (2% of the total HR factor). The resulting
normalized emission line shape is shown in Fig. 8, where the
spectrum has been broadened by tuning the damping param-
eter (κ) in Eq. (7) (see Fig. S11 for an illustration of how the
spectral distribution function changes with increasing κ in the
case of CN).

Next, the emission line shape of the transition from the
D3h symmetric initial state is considered [Fig. 4(a)], which
has a much smaller total HR of 0.91. The spectral function
[Fig. 4(b)] has two prominent peaks at 40 and 162 meV. The
40-meV peak results from the coupling to a single phonon
mode and the coupling to other phonons with energy in the
vicinity of 40 meV is very weak. The IPR of the 40 meV
mode is 50 and the partial HR of this mode is 0.34 (37% of
total HR). The phonon eigenvector for the 40-meV and the
162-meV mode is shown in Fig. 4(b). The IPR of the 162-meV
mode is 26 and the partial HR factor is 0.07. While this value
is slightly larger than the corresponding value in the emission
from the C2v initial state, the relative contribution is much
larger at 8% of the total HR factor. Therefore, the peak at
162 meV in the emission line shape is much more pronounced
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(a) (b)

FIG. 4. (a) Ionic displacement in the D3h HOMO/LUMO transition on V−
B . (b) Spectral function and ionic displacements due to the

dominant phonon modes.

in the case of emission from the D3h state. The normalized
emission line shape of the emission from the D3h is shown in
Fig. 8.

E. Transitions on extrinsic defects

Compared with intrinsic defects among which only VB

is a viable candidate for single-photon emission, extrinsic
defects involving carbon feature a multitude of suitable elec-
tronic transitions (Table I). Transitions involving CB-VN(S)
and CN-VB exhibit large lattice distortions and are therefore
excluded from further analysis as argued above. In the fol-
lowing we therefore focus on CN, CB, CB-VN(T), as well as
CB-CN dimers.

1. Carbon-on-nitrogen (CN)

The ideal h-BN structure is only modified slightly with
the inclusion of a C0

N. C0
N in D3h symmetry exhibits a single

unoccupied defect level within the band gap, indicating that
only LD transitions are possible [Fig. 3(c)]. The 0/ − 1 CTL
(ZPL for hole capture on C−

N) resides at 4.40 eV. This is higher
energy than earlier calculations for bulk h-BN that obtained a
value of 2.84 eV [22]. This can again be primarily attributed
to the smaller mixing parameter of α = 0.31 (see Sec. III A
and Sec. III D 1). It is significantly larger than measurements
that located the CN acceptor at 2.3 eV above the VBM [54].
The other possible transition is via CB electron capture on C0

N,
which has a ZPL of 2.81 eV. The lattice distortion associated
with these transitions is only 0.37

√
amu Å.

The transitions on CN couple strongly to high frequency
phonon modes, with the spectral function (Fig. S9 [41]) ex-
hibiting distinct peaks at 158 and 185 meV. The 158-meV
peak consists of a single phonon mode that has a HR factor
of 0.23 (12.4% of the total HR factor of 1.88). The IPR of the
158-meV mode is 27. The 185-meV peak on the other hand
consists of several modes between 182 and 187 meV. The
largest contribution to the spectral function comes from one
mode at 182 meV with a HR factor of 0.19 and an IPR of 73,
and two modes at 187 meV with HR factors of 0.19 and 0.22.
The IPR of the 187-meV modes are 75 and 73, respectively.
The normalized emission line shape is shown in Fig. 9(a).

In order to elucidate the structural origin of the PSB, the
ionic displacement due to the electronic transition can be
overlaid with the phonon displacement vector for the highest
frequency mode at 187 meV (Fig. 5). The coupling between

lattice and electronic transition in CN is dominated by the
displacement of B atoms. The B ions closest to C−

N experience
the largest displacement on transition to C0

N. However, these
ions are not displaced in the phonon displacement vector so
the contribution to the partial HR is essentially zero. The six B
atoms in the next shell do not displace as much but contribute
much more to the partial HR factor due to a much larger
overlap with the phonon eigenvector. Finally, the B atoms in
the third neighbor shell contribute the most to the partial HR
factor.

The vibrational coupling can also be approximated by
the 1D CC diagram in Fig. 3(a). We find that the effective
frequencies ωeff determined from the potential energy sur-
face are 141 and 146 meV for the ground state and excited
state, respectively. These frequencies translate into HR fac-
tors [Eq. (11)] of 1.89 for the ground state and 1.95 for the
excited state (1.88 with the generating function method). The
effective frequencies are determined by the coefficient a in the
fitted polynomial aQ2 + bQ3, from which we find a/b > 1000
suggesting that the harmonic approximation is sound.

2. Carbon-on-boron (CB)

The possible charge transitions on CB have ZPLs of 4.20
and 3.01 eV, and the structural distortion associated with these

FIG. 5. Phonon normal mode (red arrows) and transition dis-
placements (dark arrows) for the 187-meV mode coupling in the
charged transition on CN. The phonon normal mode is amplified by a
factor of 15 and the transition displacements are amplified by a factor
of 30.
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FIG. 6. Emission line shape of CN and CB defects compared with
experimental results from Ref. [19]. For the calculated spectra ZPLs
has been shifted to the experimental value of 3.22 eV. The experi-
mental spectrum was measured at room temperature. The width of
the ZPL has been tuned by setting κ in Eq. (7) to 16 meV.

transitions is 0.34
√

amu Å. While the phonon spectrum for
the C0

B defect contains imaginary modes, we were unable
to find lower energy structure by eigenmode following. We
attribute this finding to the very small energy difference asso-
ciated with a displacement of the CB atom perpendicular to the
h-BN plane (see Fig. S1 of the Supplemental Material [41]).
The HR factor is 1.80 and there is a well-defined peak in the
PSBs at 185 meV, with additional phonon replicas at higher
energies. We note that the ZPLs and the spectral distribution
function for CB are very similar to the ones in CN (Fig. 6 and
S8 [41]), which would make it very difficult to distinguish
between CB and CN in a photoluminescence experiment.

3. Carbon-on-boron–nitrogen vacancy complex (CB-VN)

The CB-VN defect is found to have a singlet ground state in
agreement with previous studies [52,55] but as other studies
have already pointed out a triplet electron configuration is
also possible [21,56]. For the CB-VN we considered three
different structures: (i) the triplet planar configuration (T), (ii)
the singlet planar configuration (S-planar), and (iii) the singlet
structure in which the C atom is displaced out-of-plane (S).

The singlet planar (S-planar) structure is dynamically un-
stable confirming previous reports [57]. The triplet structure
(T), on the other hand, is dynamically stable but about 0.2 eV
higher in energy than the S-planar configuration with PBE
(compare Fig. S4 [41]). Finally, the singlet out-of-plane struc-
ture, which is 0.53 eV lower in energy than the S-planar
configuration, is both thermodynamically and dynamically
stable and thus should be the equilibrium configuration of the
CB-VN defect. (A careful comparison of singlet and triplet
configurations, including an assessment of the role of the
exchange-correlation functional can be found in the Supple-
mental Material [41].)

While the singlet state is by far the most stable configura-
tion, it can be ruled out as a SPE source due to the large value
of �Q = 2.91

√
amu Å. The LL transition in the triplet state,

on the other hand, exhibits a much smaller lattice distortion.
The ZPL, located at 1.33 eV, has a large intensity and there are
multiple peaks in the PSB, occurring at energies between 28

and 157 meV (Fig. S8 [41]). The high-energy peak is barely
distinguishable from the spectral distribution function. The
HR factor for this transition is 1.72, in good agreement with
previous studies on the line shape of CB-VN in the triplet state
[21]. The spectral distribution function for charged transitions
on CB-VN(T) exhibit a pronounced intensity on the ZPL (see
Fig. S8 [41]). However, the PSB is wide and does not exhibit
a shape that can be associated with experimental line shapes.
The HR factor for these transitions are 3.2 and 3.3.

4. Carbon-carbon dimer

The CB-CN dimer consists of CN and CB defects located on
neighboring lattice sites [Fig. 2(a)] and has been suggested to
form at high C-doping levels [54]. The C-C bond is signifi-
cantly shorter than the corresponding pristine B-N distance,
and a mode with higher frequency than any pristine h-BN
mode is present in the vibrational spectrum of the CB-CN

dimer at 195 meV.
The neutral charge state of the CB-CN dimer is thermo-

dynamically stable for Fermi levels above 1.17 eV making
charged transitions in either the 4.1 eV or 1.6- to 2.3-eV region
impossible [Fig. 2(b)]. There are four in-gap single particle
levels, two of which are occupied and two unoccupied, mak-
ing a LL transition possible [Fig. 3(d)]. The emission energy
for the charged LL transition on the CB-CN dimer is 3.34 eV
and dipole allowed [Fig. 7(b)] while the lattice distortion be-
tween the ground and excited state equilibrium configurations
is 0.28

√
amu Å.

The coupling of the charge neutral emission to the vibra-
tional degrees of freedom has been analyzed with both the 1D
CC diagram [Fig. 3(e)] and the generating function method.
From the 1D CC we find that the effective frequencies are
110 and 127 meV for the ground and excited state with HR
factors based on the effective frequencies of 1.06 and 1.23,
respectively. In comparison to the 1D CC for CN, however, the
third-order coefficient carries a much larger relative weight.
The ratio between the second and third-order coefficients is
below 300 in both cases suggesting that anharmonic effects
are not completely negligible.

The spectral function S(ω) features a significant peak cor-
responding to coupling to the 195-meV mode (Fig. S9 [41]),
which correlates with a partial HR factor of 0.44 to be com-
pared with the total HR factor of 1.10 as computed via the
spectral function. The 195-meV mode is localized, as indi-
cated by the small value of the IPR of 4.5, and corresponds
to a stretching of the C-C bond. The computed HR factors of
1.10, 1.06, or 1.23, depending on method of calculation, agree
well with the measured HR factor for the 4.1-eV luminescence
of 1.3 [17].

The computed normalized line shape compares very
well with experimentally measured line shapes [18] for the
4.1-eV emission [Fig. 9(b)], including both the positions of
the features in the PSBs and the relative intensities between
the first and second peaks. We note that the results shown
are for natural carbon, i.e., 12C. For 13C the frequency of the
dominating mode at 195 meV is reduced to 191 meV.

5. Dissociation of carbon-carbon dimer (CN-CB)

Next we consider the effect of spatial separation on the CN-
CB defect, while the C-C distance is varied between 2.90 Å
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FIG. 7. (a) Kohn-Sham levels for CB-CN defect pairs as a function of separation from PBE calculations. (b) Imaginary part of dielectric
function (averaged in plane). (c) Line-shape function for CB-CN pairs.

and 6.32 Å. An inspection of the Kohn-Sham levels shows
that both LD and LL transitions are possible on the dissociated
CN-CB pair [Fig. 7(a)]. The ZPL for the LD +1/0 transition
ranges from 2.0 eV to 2.7 eV [see Fig. S3 [41]; all values given
here include the band edge shift between PBE and HSE06
(α = 0.6)], while the LL transitions exhibit ZPLs between
2.39 eV at a separation of 2.90 Å and 1.68 eV at a C-C
separation of 5.79 Å, which is the longest C-C distance for
which there is a well defined peak in the imaginary part of the
dielectric function [Fig. 7(b)].

The vibrational properties of the dissociated CB-CN struc-
tures are computationally demanding to obtain due to the low
symmetry of the systems. Instead, coupling to bulk phonon
modes is considered by utilizing the phonon eigenvectors
for the ideal system. Since the lattice distortion induced by
CB and CN is small, the bulk phonon modes are expected
to provide a good estimate of the emission line shape. The
spectral distribution functions S(ω) for CN computed with
ideal modes and defective modes are very similar (see Fig.
S2 [41]). This is likely due to the limited structural relaxation
relative to the ideal structure that occurs when incorporating
C impurities in h-BN. For defects such as CB-VN(T) (also
shown in Fig. S2 [41]) that significantly distort the lattice,
the spectral distribution computed with bulk modes is not
a good approximation of the spectral distribution obtained
using the modes of the defect structure. This is especially
true in cases where the contribution to the HR factor mainly
originates from coupling to local (small IPR), defect induced
modes.

The spectral distribution functions for the LL transition on
dissociated CB-CN pairs obtained in this fashion are shown
in Fig. 7(c) for distances between 2.91 Å and 5.79 Å. CN-
CB defect pairs couple to high frequency bulk modes for all
distances considered and have pronounced peaks separated by
a frequency of around 187 meV with some minor variations
between the different structures.

IV. DISCUSSION

The only intrinsic defect that emerges from our analysis
of the vibrational spectra as a potential SPE (VB) has a large
formation energy. Large formation energies are also obtained
for many of the best candidates that are based on extrinsic
defects.

The large formation energies are consistent with the ob-
servation that pristine h-BN usually exhibits a very small
concentration of color centers. To create emitters the h-BN
flakes are usually subjected to some treatment, such as elec-
tron irradiation [8]. The experimental samples are therefore
not equilibrated with respect to the environment, which means
that defects with high formation energy may still be present
and hence be sensible candidates for color centers. This sit-
uation is facilitated by the strong bonding in h-BN, which
gives rise to high activation energies for defect migration
allowing the stabilization of high-energy defects over very
long timescales. As an extreme example, we note the recent
preparation of large vacancy clusters [58], the vibrational sig-
natures of which will be the subject of future work.

A. Assignment of defects to the 1.6- to 2.3 eV emitters

Based on the computed ZPLs NB-VN, CB-VN, V−
B , BN

and CB-CN pairs could be assigned to the 2-eV emitters
(Table I). NB-VN can be ruled out based on the magnitude
of the relaxation between the states involved �Q, which leads
to an insensibly large HR factor [2,7]. BN can be excluded on
the same premises. CB-VN(T), which has been proposed as
a candidate [21], is an unlikely source due to the instability
of the triplet state. The more stable singlet state, on the other
hand, is unlikely to exhibit a structured emission line based on
the same argument as for the NB-VN defect.

V−
B has been proposed to be an optically active defect

and shown to be able to host transitions in the 2-eV region
before [53]. More recently, scanning transmission electron
microscopy imaging of vacancies and multivacancies allowed
the identification of VB defects and led to the association with
an emission energy of 1.98 eV [58], which is somewhat higher
than the calculated ZPLs of 1.63 eV (C2v) and 1.72 eV (D3h;
Table I). For both C2v and D3h configurations, the emission
line shape of the HOMO/LUMO transition on V−

B exhibits a
rapidly decaying spectral weight away from the ZPL similar
to many measured emission spectra in the 2-eV band (Fig. 8).
A more detailed comparison with the measured line shape
from Ref. [58] [Fig. 8(a)], which has been associated with VB,
shows, however, that while some features agree between com-
puted and experimental line shapes, such as the position of the
first peak close to the ZPL and the peak at around 162 meV,
which is more pronounced in the case of emission from D3h,
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FIG. 8. Calculated intensity for the charge neutral transition on
V−

B∗ compared with (a) measurements by Kozawa et al. (Ref. [58])
and (b) measurements by Gottscholl et al. (Ref. [59]). In (a) the mea-
sured and computed intensity are both normalized and the computed
intensity has been shifted to the measured ZPLs of 1.98 eV. The ex-
perimental spectrum in Ref. [59] was measured at room temperature.
The width of the ZPL has been tuned to match the experimental data
from Ref. [58] by setting κ in Eq. (7) to 14 meV (3 meV ) for the D3h

(C2v) symmetric state.

the overall agreement is far from perfect. Specifically, the ZPL
intensity is much larger in the computation and the region
between the first peak and second peak carries a large spectral
weight in the computation while there is a pronounced gap in
most measurements.

On the other hand, more recent measurements of an emitter
with a ZPL near 1.6 eV have also been attributed to VB

[59]. This attribution is not only consistent with the ZPLs
calculated here (especially for C2v) but has been supported by
comprehensive simulations of the room-temperature emission
spectrum of V−

B [60]. Both experiment [59] and said simula-
tion [60] show, however, a phonon sideband that exhibits little
fine structure and a weak ZPL emission, which is not the case
in the present calculations [Fig. 8(b)].

These differences can be understood by recalling the
approximations that are made in the present calculations
(Sec. II C), specifically the assumption of low temperature.
The intensity of the ZPL often quickly decays with increas-
ing temperature, especially if the phonon side band is broad,
which is a signature of large HR factors. This is intuitive
as, e.g., phonon-phonon scattering channels naturally lead to
broadening and intensity redistribution. Temperature effects
were treated at a more comprehensive level in Ref. [60],
albeit for only one defect as the approach is computationally
substantially more demanding. Indeed the predicted spectrum
both features a smoother sideband and a weaker ZPL. The
latter study also reports a larger HR factor of 3.5 [60] to be
compared with values of 0.9 (D3h) and 2.5 (C2v) obtained in
the present study (Table I). This difference is likely due to the
use of different exchange-correlation functionals, as hybrid
functionals often yield larger HR factors (and values closer
to experiment) [29]. In fact, renormalization of the spectral
function S(ω) to a HR factor of 3.5 provides a notably better
agreement with the high temperature measurement, especially
with regard to the overall width and shape of the sideband
[Fig. 8(b)].

TABLE II. Transition energies and structural displacements from
PBE calculations for charge neutral LL transitions on CN-CB defect
pairs.

Distance (Å) ZPL (eV) �Q(
√

amu Å)

1.38 3.34 0.28
2.90 2.39 0.42
3.82 2.03 0.44
5.23 1.75 0.47
5.79 1.68 0.46
6.32 1.57 0.48

Overall, given the approximations made, the present results
are consistent with the attribution of V−

B to the emitter at
1.6 eV in accordance with Refs. [59] and [60]. While it is de-
sirable to include temperature effects more comprehensively,
doing so at, e.g., the level of Ref. [60], is extensive work and
currently not practical for the purpose of screening that is the
focus of the present work.

The ZPLs for isolated carbon impurities (CN, CB) as well
as the nearest-neighbor CB-CN dimer fall outside of the 1.6-
to 2.3-eV window considered here. Next-nearest and farther
neighbor CB-CN pairs (C-C distance �2.90) exhibit, however,
varying ZPLs around 2 eV depending on separation distance
(Table II). Unlike the (nearest-neighbor) CB-CN dimer, there
are no direct C-C bonds present in these configurations and
the PSBs mainly originate from coupling to bulk modes. The
line shape exhibits only small changes with increasing C-C
distance (Fig. 7) while the ZPL varies strongly (Table II),
which is a key feature of the SPEs found experimentally in
the 2-eV region.

The present analysis demonstrates that dissociated CB-CN

defects correspond to a range of different ZPLs with very
similar PSBs. In practice, stabilization of these different ZPLs
requires confinement of the atoms at specific lattice sites.
Since h-BN is a strongly covalent material bond breaking
is energetically costly and migration barriers are high. As a
result, it is plausible that CB-CN defects can be stabilized at a
range of distances.

B. Assignment of defects to the 4.1-eV emitter

1. Isolated carbon impurities (CB and CN)

The 4.1-eV emission line has previously been suggested
to originate from CN [18] and carbon-carbon dimers (CB-cn,
Sec. IV B 2) [61]. Focusing first on CN, we find that it can host
LD transitions with ZPLs of 4.4 eV (VBM hole capture on
C−

N) and 2.81 eV (CBM electron capture on C0
N) and moreover

demonstrate that CB exhibits similar ZPLs. These ZPLs are in
rather good agreement with the 4.1-eV line.

The computed line shapes for CN and CB show excellent
agreement with the line shape of a 4.1-eV emitter reported in
Ref. [17] [Fig. 9(a)]. The frequencies of the dominant modes
in CN and CB are 182 and 187 meV, in excellent agreement
with the measured frequencies. It is, however, important to
note that neither defect distorts the lattice significantly enough
to induce local modes, which was argued in Ref. [17] to be the
origin of the PSB. We note that the excellent agreement might
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FIG. 9. (a) Calculated intensity for the 0/ − 1 transition on CN

compared with experimental emission spectrum from Ref. [17].
(b) Calculated intensity for the charge neutral transition on CB-CN

compared with measurements from Ref. [18]. Measured and com-
puted intensity are both normalized and the computed intensity has
been shifted to the measured ZPL. The experimental spectra were
measured at 9 K (Ref. [17]) and 150 K (Ref. [18]), respectively. The
width of the ZPL has been tuned to match the experimental data by
setting κ in Eq. (7) to 14 meV.

be partly coincidental since in bulk samples, such as the one
measured in Ref. [17], the LO-TO splitting is significant and
might push the PSB away from the ZPL by ∼10 meV. In fact,
the highest intensity peak in the PSB for the 4.1-eV emitter
has been suggested to originate from coupling to the zone
center LO mode at 200 meV [20]. The present calculations
for CN and CB yield line shapes and ZPLs consistent with the
4.1 eV emitter observed experimentally.

Our calculations also suggest CB and CN to be strong
candidates for emitters found at 3.2 and 3.4 eV [19,62]. The
line shapes of both CN and CB compare well with the 3.22 eV
emitter in Ref. [19], where the first PSB was found at 200 meV
from the ZPL with two additional distinct phonon replicas
(Fig. 6). The experimental data was recorded at room tem-
perature, which explains the considerably broader spectrum
compared to the calculation. The position of the first PSB
and the phonon replicas agree well between experiment and
calculation safe for a ∼10-meV offset, which, as noted above,
arises from the presence of LO-TO splitting in a bulk sample.
Both ZPLs and line shape thus suggest that CN and CB can be
associated with an 3.2-eV emitter.

2. Carbon-carbon dimer (CB-CN)

As noted above, the 4.1-eV emission has also been as-
sociated with the (nearest-neighbor) carbon-carbon dimer
(CB-CN) [61]. While DFT calculations based on semilocal
exchange-correlation (XC) functionals yield a ZPL of 3.34 eV
for this defect, hybrid functionals with a larger fraction of
exact exchange predict a ZPL in much better agreement with
the measured 4.1-eV emission line [61]. Here, it is important
to keep in mind that the LL transition involving CB-CN should
be much less affected by the band-gap error from the LD
transitions on isolated CN or CB since it only involves local-
ized states, which are already well described by semilocal XC
functionals.

Our analysis shows that the line shape of the CB-CN defect
agrees very well with a measured emission spectrum from
Ref. [18] [Fig. 9(b)]. The PSBs are located at approximately
the correct positions, although the spectral weight of the ZPL
is slightly larger for the computed line shape. Interestingly,
the 195-meV mode that is the origin of the PSB in the CB-CN

dimer is indeed a local mode in contrast to the dominant
modes in CN and CB, which are bulklike. Furthermore, the
computed HR factor of 1.1 to 1.2 compares favorably with a
measured value of 1.3 for the 4.1-eV emitter [17].

The Stokes shift on the excited state landscape of 0.2 eV
obtained with HSE06 (α = 0.25) is notably larger than the
value of 0.13 eV from PBE. A larger Stokes shift would indi-
cate a smaller spectral weight of the ZPL. Assuming that this
difference is dominated by the displacement of the potential
energy surfaces relative to each other, the spectral function
can be renormalized and, in fact, renormalizing the electron-
phonon spectral function to a HR factor of 1.54 leads to an
even better agreement.

We note that since the PSB originates to a large extent from
the local mode at 195 meV, which predominantly involves C
motion, isotopic effects may appear in the position of the PSB.
This is in contrast to, e.g., the transitions on CN and CB, where
isotopic control over the C atoms in the host matrix should
not affect the PSB. Hence if one can isotopically control the
formation of the CB-CN dimer to comprise a pair of 13C atoms
instead of the naturally occurring 12C one should detect a
small variation in the position of the PSB if the 4.1 eV line
originates from the CB-CN dimer. Based on our calculations
we estimate this frequency shift to be 4 meV, placing the local
C-C mode at 191 meV for 13C. While emitters based on 13C
have been fabricated [63], changes in the PSB have not been
investigated yet.

The transitions on intrinsic defects that have ZPLs in the
vicinity of 4.1 eV include hole capture on V0

N, as well as
hole capture on V−

B , which give rise to ZPLs of 4.04 eV and
4.12 eV, respectively (see Table I). However, the structural
distortions associated with these charged (LD) transitions are
relatively large and unlikely to be compatible with the mea-
sured line shape and HR factor (Table I).

V. CONCLUSIONS

We have analyzed the optical transitions occurring from
charge transitions (LD) and charge neutral (LL) transitions
for a wide range of defects in h-BN. For a selection of
these defects, we have examined the possibility of assign-
ing defect emission to well known SPEs by calculating line
shapes and emission spectra with the generating function
method. We have found that VB, CN, CB, and CB-CN can
host transitions that couple strongly to high-frequency modes
while still exhibiting a moderate HR factor between 0.9 and
2.5.

The main conclusions are as follows:
(i) The line shapes of CN and CB are in excellent agree-

ment with measured line shapes for the 4.1-eV emitter.
Furthermore, the ZPLs are in good agreement with the 4.1 eV
ZPL. In addition, we note that these defects also exhibit ZPLs
for the reverse transition that agrees well with the observed
3.2- to 3.4-eV luminescence.
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(ii) Next-nearest and farther neighbor (dissociated) CB-CN

defect pairs allow for both charge neutral and charged transi-
tions over a wide range of ZPL energies with narrow emission
bands.

(iii) Our findings support the assignment of the 4.1 eV
emission to the CB-CN dimer (nearest-neighbor pair) based
on the line shape but we note that there are additional defects
that exhibit similar emission line shapes.

(iv) Depending on the symmetry of the excited state of
V−

B (and temperature), the emission can be either focused in
a narrow energy range around the ZPL (D3h) or have a wider
phonon sideband (C2v).

The current results indicate that out of the emitters con-
sidered, VB and C dimers at intermediate distance are the
best candidates for emission in the low frequency band (1.6
to 2.3 eV) while isolated C impurities as well as nearest-
neighbor C dimers are the best candidates for the high
frequency (∼4.1-eV) emitter(s). We note that recently addi-
tional defect configurations have been suggested that have not
been considered here, including Stone-Wales defects [64] as
well as oxygen-carbon pairs [65].

Finally, we want to emphasize that for the defects consid-
ered in this study, it is nontrivial to generate the excited state

at the hybrid level, due to the presence of a series of localized
levels in the band gap (Sec. II D). This points to the need of
further investigations into the correct description of the sub-
tleties of the electronic structure of these defects. As evident,
in particular from the analysis of the VB defect (Sec. IV A)
and the comparison with Ref. [60], it can moreover, be useful
or even necessary to include temperature effects more com-
prehensively when targeting specific defects.
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I. VIBRATIONAL PROPERTIES OF DEFECT
STRUCTURES

In Fig. S1, the energy landscape for displacing the C
atom perpendicular to the h-BN plane is shown. CB-VN
in a singlet electron configuration is dynamically unsta-
ble. The CB (neutral) defect exhibits a very flat energy
landscape upon displacement perpendicular to the h-BN
plane, which results in small imaginary frequencies in the
phonon spectrum that are not associated with a lower en-
ergy structure.
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FIG. S1. Energy landscape as a function of out-of-plane
displacement of the C atom for C impurity defects.

II. IDEAL VS. DEFECT PHONON MODES

The spectral distribution function for the charged tran-
sition on CN and the charge neutral transition on CB-
VN(T) is shown in Fig. S2. The CN defect geometry is
similar to the pristine h-BN and there are no obvious lo-
cal modes (low inverse participation ratio) with large in-
fluence on the lineshape. For CB-VN(T), approximating
the lineshape with bulk phonon modes results in a quite
poor approximation likely because the vacancy induces
relatively large structural differences. The vacancy atom
is accounted for by adding an atom to the CB-VN(T)
structures at the same place so that the contribution from
the vacancy to the Huang-Rhys (HR) factor is zero.
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FIG. S2. Lineshape function A(ω) for CN (top) and CB-
VN (T; bottom) computed using either defect or bulk phonon
spectra.

III. DISSOCIATED CN-CB

In Fig. S3a, the formation energy diagram as computed
with PBE is shown. Also, the HSE06 band edges are
superimposed to obtain an estimate of the charge transi-
tion level (CTL) with a better band gap description. The
spectral distribution function of the (+1/0) transition for
various distances is shown in Fig. S3b.

IV. SINGLET VS. TRIPLET STATE IN CB-VN

The analysis of the singlet and triplet state stability
has been performed on a 7 × 7 × 1 cell with a 500 eV
plane wave cutoff energy. In Fig. S4 the 1D configuration
coordinate diagram between the singlet and triplet states
of the CB-VN defect is shown. At the triplet geometry
the triplet state is stable, but the energy between the
crossing point of the singlet and triplet state is very close
to the triplet energy at the equilibrium geometry.

In Fig. S5 the energy difference between the triplet
and singlet state of charge neutral CB-VN is shown. The
LDA functional predicts a stable triplet state while PBE,
PBEsol, rPBE and HSE06 places the triplet state lower
in energy.
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V. CONVERGENCE OF SPECTRAL
DISTRIBUTION FUNCTION

The convergence of the spectral distribution function
A(ω) for a set of different computational parameters re-
lating to the integration in time is shown in Fig. S6.

VI. KOHN-SHAM STATES FOR DEFECTS

In Fig. S7 the Kohn-Sham states for the neutral charge
states of the considered defects are shown. The band
edges from the primitive structure are superimposed.
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FIG. S5. Energy difference between the planar singlet and
triplet states of (CB-VN) for various functionals. For HSE06,
the computation was performed with the standard mixing pa-
rameter.
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FIG. S6. The convergence of the spectral distribution func-
tion for the case of CN.

VII. SPECTRAL FUNCTION AND
DISTRIBUTION

In Fig. S8, the spectral distribution function is shown
for the defects CN, CB, CB-VN(T), CB-CN evaluated with
phonons from the defect structure. In Fig. S9, the spec-
tral function for the defects in Fig. S8 is shown.

In Fig. S10, the supercell size effect of the electron-
phonon spectral function and the resulting spectral dis-
tribution function is shown for the charged transition on
CN. The agreement is very good albeit some minor dif-
ferences can be seen, specially for low frequencies.

The influence of the damping parameter κ is shown in
Fig. S11.
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