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Effect of local chemistry and structure on thermal transport in doped GaAs
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Using a first-principles approach, we analyze the impact of DX centers formed by S, Se, and Te dopant
atoms on the thermal conductivity of GaAs. Our results are in good agreement with experiments and unveil
the physics behind the drastically different effect of each kind of defect. We establish a causal chain linking
the electronic structure of the dopants to the thermal conductivity of the bulk solid, a macroscopic transport
coefficient. Specifically, the presence of lone pairs leads to the formation of structurally asymmetric DX centers
that cause resonant scattering of incident phonons. The effect of such resonances is magnified when they affect
the part of the spectrum most relevant for thermal transport. We show that, in the vibrational spectrum of the
perturbed system, they take the form of modes that are localized around the defect but still extended enough to
couple with incident phonons. Finally, we illustrate the connection between flat adjacent minima in the energy
landscape and resonant phonon scattering through detailed analyses of the energy landscape of the defective
structures.
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I. INTRODUCTION

The properties of charge carriers in semiconductors deter-
mine their suitability for specific electronic and optoelectronic
applications [1,2]. Defects and impurities provide a path for
their control but can also introduce unwanted behavior by
scattering or capturing electrons or holes, thereby limiting
the carrier concentrations and mobilities [3]. Furthermore,
defects in semiconducting materials can also have a significant
effect on thermal transport, which is typically dominated by
phonons [4–7].

GaAs is one of the most prominent members of the family
of group III–V semiconductors. Introducing electron-donating
defects by substituting group-VI atoms, i.e., S, Se, or Te, on
the As position seems like an obvious route to obtain n-type
conductivity. However, VI-doped GaAs (GaAs:VI) exhibits
deep donor states, which are attributed to the formation of
so-called DX centers. DX centers can be thought of as a defect
complex where the defect, D, is accompanied by an unknown
lattice distortion, X , which acts as an acceptor. Understanding
and controlling the formation of the DX centers has been
pursued for decades [8].

The experimental data on thermal conductivity for
GaAs:VI is intriguing [9,10]. At 40 K, the experimental lattice
thermal conductivity is approximately 300 W m−1 K−1 lower
in GaAs:S compared to Se- and Te-doped GaAs, despite the
carrier concentration being almost an order of magnitude
lower in the GaAs:S sample (6 × 1016 cm−3 compared to
around 1018 cm−3) [9,10]. One possible explanation could be
that the carrier concentration obtained from Hall coefficient
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measurements does not correspond to the actual defect con-
centrations. This would be the case if acceptor DX centers
compensate the electron doping substitutional defects. An-
other possible explanation could be the presence of excep-
tionally strong phonon scatterers. Some of us have recently
investigated the effect of doping on the thermal conductivity
(κ) of 3C-SiC [5]. Far from being a relatively universal
function of defect concentration, the reduction of κ due to
doping was found to have an intricate dependence on the
chemical nature of the dopant. In particular, boron doping
in 3C-SiC leads to resonant scattering at low frequencies
that drastically hinders thermal transport [5]. We proposed
degenerate adjacent minima in the energy landscape for the
substitution as a possible explanation of the low-frequency
resonances [11]. In this context the several proposed structures
with similar energies [12–14] for the DX centers in GaAs:VI
are interesting.

The lower thermal conductivity of the GaAs:S sample
could well be the signature of a resonance breaking the usual
Rayleigh behavior of the acoustic-mode scattering. This inter-
pretation would give additional support to the proposed con-
nection between the minima structure of the potential energy
surface and the presence of resonances in the scattering rates,
thereby providing a simple and intuitive way of identifying
systems which will exhibit resonant phonon scattering.

In the present paper, we investigate whether the simple
picture of competing minima holds for the complex structure
of GaAs:VI. We explore the influence of DX centers formed
through S, Se, and Te doping at the As site in GaAs on its
lattice thermal conductivity. The role of lone pair electrons
in the formation of the DX centers is illustrated using the
electron localization function (ELF) [15]. We compare our
calculated κ with available experimental results [9,10] and
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show how the formation of those centers and the associated
lattice distortion causes a significant reduction of thermal con-
ductivity in GaAs. The reduction is related to the presence of
resonances in the phonon scattering rates at low frequencies.
We calculate the perturbed Green’s functions of the systems
and show how the resonances represent vibrational modes
with an intermediate degree of localization and directly con-
nected to the aforementioned distortion. The energy landscape
of the DX centers is explored using the nudged elastic band
(NEB) method [16] to provide further evidence of a qualitative
connection between the perturbation of the interatomic force
constants and a flat area in the potential energy surface caused
by adjacent minima.

The paper is arranged as follows. In Sec. II, we provide
methodological and computational details. In Sec. III, we
present and analyze the results of our calculations. Finally, we
extract the main conclusions in Sec. IV.

II. METHODOLOGY

A. Lattice thermal conductivity

The lattice thermal conductivity tensor (καβ

l ) can be calcu-
lated in the relaxation time approximation from the expression

κ
αβ

l = 1

kBT 2V

∑

jq

n0(n0 + 1)(h̄ω jq)2vα
jqv

β
jqτ jq, (1)

where V is the volume of the unit cell, kB is the Boltzmann
constant, T is the temperature, α and β denote Cartesian
axes, n0 is the Bose-Einstein occupancy, and ω and v are
an angular frequency and a group velocity, respectively. The
subscript j runs over phonon branch indices and q runs over
phonon wave vectors. The total phonon scattering rate τ−1

jq can
be expressed as the sum of the contributions from different
scattering mechanisms using Matthiessen’s rule

1

τ jq
= 1

τ anh
jq

+ 1

τ iso
jq

+ 1

τ def
jq

, (2)

where τ anh
jq has its roots in the intrinsic anharmonicity of

the crystal, which enables three-phonon processes, τ iso
jq is

introduced by isotopic mass disorder, and τ def
jq is due to other

defects present in the crystal. The three-phonon scattering
rates can be calculated from the third-order interatomic force
constants (IFCs) of the unperturbed crystal [17]. The contribu-
tion due to isotopic mass disorder can be computed using the
method developed by Tamura et al. [18]. The calculation of
the scattering rates due to the defects in the crystal is described
in the next subsection.

B. Phonon scattering by defects

The phonon scattering rates due to defects can be obtained
by employing the optical theorem from perturbation theory
[19]

1

τ def
jq

= −ρdefV
1

ω jq
Im{〈 jq|T| jq〉}, (3)

where ρdef is the volume concentration of the point defect
and ω the angular frequency of incident phonons. The T
matrix connects the phonon wave functions of the pristine and

perturbed systems, and can be calculated as

T = (I − Vg+)−1V. (4)

Here, g+ is the retarded Green’s function of the pristine
system, and V is defined as

V = VM + VK . (5)

VM and Vk account for changes in mass and force constants
between the perfect and defect-laden structures, respectively.
VM is diagonal, with elements

VM,a = −M ′
a − Ma

Ma
ω2 (6)

and nonzero only for the on-site terms. M ′ and M are the
masses of the defect and of the original atom at the ath site,
respectively. The elements of the force-constant perturbation
matrix are

Vαβ

K,ab = K ′αβ

ab − Kαβ

ab√
MaMb

, (7)

where K ′ and K are the IFCs of the defect-laden and perfect
structure, respectively, and a, b are atom indices. The T matrix
can also be used to obtain the retarded Green’s function of the
perturbed system, G+, via the Dyson equation

G+ = g+(I + Tg+). (8)

C. Computational details

All the structural information and IFCs are extracted from
density functional theory (DFT) calculations carried out using
the projector-augmented plane wave method [20] with an
energy cutoff of 500 eV and the local density approximation
(LDA) to exchange and correlation as implemented in VASP

[21,22]. The LDA functional is used, as it is known to give
good results for the vibrational properties of zinc-blende
semiconductors [23,24]. We consider both 4 × 4 × 4 and 5 ×
5 × 5 supercells (containing 128 and 250 atoms, respectively)
for the calculations of IFCs of the defect structures. The DX
centers are stable or metastable only in a negatively charged
acceptor state [12], so we assume the −1 charge state for all
the structures. The NEB calculation is only carried out using
a 4 × 4 × 4 supercell [16]. For optimization, the total energy
and force convergence criteria are set to 1 × 10−5 eV and

1 × 10−3 eV Å
−1

. The calculated lattice parameter for GaAs
is 5.626 Å, which matches well with other theoretical and
experimental results [25–27]. The supercell volume is kept
fixed during the optimization of the defect structures.

The second- and third-order IFCs are calculated through
the direct method as implemented in the PHONOPY [28] and
THIRDORDER.PY [29] codes, respectively, with atomic dis-
placements of 0.01 Å. For third-order IFCs, we consider up
to sixth-nearest-neighbor interactions. For the nonanalytical
correction to the dynamical matrix, the Born effective charges
and the dielectric tensor are calculated perturbatively with
VASP.

After a careful convergence test, we settle on a grid of
33 × 33 × 33 q-points to compute the Green’s function using
the tetrahedron method [30], and on a 29 × 29 × 29 grid to
sample the incident phonons. Using these grids the calculated
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FIG. 1. Atomic configurations and electron localization function
(ELF) of the (a) Td , (b) BB-DX, (c) α-CCB-DX, and (d) β-CCB-DX
structures in S-doped GaAs. Red, blue, and green atoms represent
Ga, As, and S, respectively. The ELF isosurfaces are set at a value
of 0.90.

thermal conductivity was converged down to 40 K The calcu-
lated defect scattering rates are used to obtain the final thermal
conductivity using the ALMABTE code [17].

III. RESULTS AND DISCUSSION

We calculate the lattice thermal conductivity in S-, Se-, and
Te- doped GaAs. We consider four different defect structures
in each case. We study the Td defect, where the impurity atom
simply replaces the As atom in the zincblende structure, and
the more complex broken-bond (BB) and α- and β-cation-
cation-bond (CCB) DX-center structures. All the structures
are fully relaxed, and the resulting configurations for GaAs:S
are shown in Fig. 1. The optimized atomic structures of the
BB-DX and β-CCB-DX defects [Figs. 1(b) and 1(d)] closely
reproduce those in previous reports [12–14]. The α-CCB-DX
case in Fig. 1(c) is slightly different from the previously
reported structure [12,13] in that we find an asymmetric relax-
ation. The energy of our asymmetric structure is only 0.3 meV
lower than the previously reported structure. However, the
asymmetric relaxation is necessary for the α-CCB-DX center
to be mechanically stable and to obtain purely real phonon
frequencies.

The ELFs [15] for all the DX centers are also shown in
Fig. 1. The ELF yields an estimate of the local effect of
Pauli repulsion on the behavior of the electrons and allows
a real-space mapping of the core, bonding, and nonbonding
regions in a crystal as well as an understanding of the nature
of bonding and the presence of lone pairs of electrons [31].
The formation of electronic lone pairs plays an important
role in the stabilization of the individual DX center structures
[32]. Figure 1(b) illustrates how, in the BB-DX case, the bond
between the dopant and Ga atom breaks due to the formation
of lone pairs on the dopant and the neighboring Ga atom and
how the repulsion from the negatively charged sulfur defect
causes the neighboring Ga to occupy an interstitial position.
For the α- and β-CCB-DX centers, a similar picture of bond
breaking is observed, as shown in Figs. 1(c) and 1(d). In this
case, lone pairs are formed on the dopant and on an As atom.
Moreover, the ELF reflects a strong cation-cation (Ga-Ga)
covalent bond. Thus, complex lattice relaxations around the

FIG. 2. Variation of the calculated thermal conductivity with
temperature for pristine bulk GaAs, for all the different structures of
GaAs:S and for the Td version of GaAs:Se and GaAs:Te, compared
to experiment when available. The experimental data for GaAs:S are
obtained from Ref. [10] and those for GaAs:Se and GaAs:Te come
from Ref. [9]. For GaAs:S, the experimental carrier concentrations
are 6 × 1016 cm−3 (filled circles) and 5 × 1017 cm−3 (empty circles).
The theoretical curves for the GaAs:S Td and DX centers assume
concentrations of 5 × 1017 cm−3.

dopant are involved in the DX centers which, as mentioned
above, are believed to have a strong effect on thermal conduc-
tivity.

The thermal conductivity is calculated for all four defect
structures for S-, Se-, and Te-doped GaAs. The results for
the Td defect in S-, Se-, and Te-doped GaAs and for the
DX centers of GaAs:S are shown in Fig. 2 and compared to
the experimental values obtained from single crystal samples
[9,10]. The calculated thermal conductivity of pristine bulk
GaAs is also plotted as a reference. In the region above 100 K,
where the thermal conductivity is dominated by three-phonon
processes, the thermal conductivities for the defect-laden
structures are very close to each other and to the bulk values,
and are inversely proportional to the temperature. Theoretical
calculations are performed at defect concentrations corre-
sponding to the experimentally reported carrier concentrations
[9,10] and it can be seen that the thermal conductivities of
bulk and Td -defect-containing GaAs are almost identical over
the whole range of temperature. Even in the low-temperature
region (40 to 80 K) the influence of the Td defects is small. The
experimental values for Se- and Te-doped samples [9] only
show signs of weak defect scattering and match well with our
calculated values for the simple Td substitutional defect. On
the other hand, the calculated thermal conductivity for differ-
ent DX centers in GaAs:S deviates significantly from the bulk
thermal conductivity in the low-temperature region. Figure 2
shows that a similar suppression of the low-temperature lattice
thermal conductivity is observed experimentally for GaAs:S
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FIG. 3. Variation of thermal conductivity with defect concentra-
tion for all the Td defects considered and the DX centers formed
by GaAs:S. The thermal conductivity is calculated at 40 and
300 K. The experimental point are plotted at their measured carrier
concentration.

[10]. This clearly points to the DX centers having very
different strengths as phonon scatterers. It is interesting to
note that a similar depression of the experimental thermal
conductivity in HgSe in the temperature range from 30 to
45 K was attributed to a resonance in the phonon-defect
scattering rates [33]. We also considered boundary scattering
as a possible alternative explanation of the low temperature
thermal conductivity. However, to obtain a satisfactory agree-
ment with the experiment (see Fig. 1, Supplemental Material)
[34], average grain sizes below 1 mm were necessary, which
seems unreasonable as the experiments were performed on
high quality single crystals with reported sizes around 25 mm
[10].

In the experimental reports used as sources for the data
in Fig. 2 there is no information about the type of defect
present in the sample. While the carrier concentration ob-
tained from Hall coefficient measurements gives an indication
of the defect concentration it may not directly correspond
to the actual values. This will be the case when DX centers
and substitutional defects, which act as acceptor and donors,
respectively, compensate each other. We previously proposed
a compensation scenario to explain the thermal conductivity
of FeSi [35]. In Fig. 3 we show the variation of thermal
conductivity as a function of carrier concentration for all the
Td defects considered and for the DX centers of GaAs:S at two
different temperatures, 40 and 300 K. Among the Td defects
in Fig. 3, the Te-doped one leads to the largest reduction
of thermal conductivity, followed by S and Se. This can be
understood simply in terms of the mass difference between
As and the doped atom, which takes values of 43, 4, and
53 u for the S, Se, and Te atoms, respectively. The thermal
conductivity is substantially lowered by BB-DX, β-CCB-DX,
and α-CCB-DX GaAs:S centers, in that order. At the low

FIG. 4. Phonon scattering rates and trace of the imaginary part
of the T matrix for the Td defect and the DX centers of GaAs:S as
a function of phonon angular frequency. Defect concentrations of
1 × 1020 cm−3 are assumed. This defect concentration is only cho-
sen for graphical clarity. Changing the defect concentration would
rigidly shift the scattering rates by the same magnitude. The phonon
scattering rates introduced by those defects are also compared with
the anharmonic scattering rates computed at 40 and 300 K.

carrier concentrations found in experimental measurements,
the difference is only observable at low temperatures where
phonon scattering by DX centers dominates. It can be seen
that the experimental data for GaAs:S (κ ≈ 600 W m−1 K−1

at 40 K) can be explained by the presence of DX centers
at concentrations between 3 × 1017 cm−3 and 1 × 1018 cm−3.
This would fit very well into a picture where the Fermi level
is pinned to the center of the band gap by compensating and
oppositely charged defects. This would lead to both a low
defect concentration, due to the 1.5 eV band gap of GaAs, and
to an even lower carrier concentration due to the compensation
between Td donor and DX acceptor defects. On the other
hand, if the thermal conductivity were to be explained by
substitutional Td defects alone, a defect concentration close
to 1020 cm−3 would be necessary, Fig. 3. It is thus clear
that a picture of uncompensated substitutional defects cannot
simultaneously explain the low carrier concentration and the
reduced thermal conductivity. Similar behaviors are observed
in the cases of Se and Te, and the corresponding figures are
shown in the Supplemental Material [34]. More specifically,
the lowest thermal conductivities for a given concentration
are obtained for the α-CCB-DX and β-CCB-DX centers in
Se and Te, respectively. A lowered thermal conductivity
points to more intense phonon scattering. Figure 4 shows the
scattering rates due to defects at a hypothetical concentration
of 1 × 1020 cm−3 and the trace of the imaginary part of the T
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matrix for the Td and DX centers of GaAs:S. The anharmonic
scattering rates at 40 and 300 K are shown to illustrate the
dominance of different scattering mechanisms at different
temperatures. Most noticeably, the scattering rates caused by
the α-CCB-DX exhibit a prominent peak at a frequency of
4.7 rad ps−1. This peak is the signature of resonant phonon
scattering and perfectly matches the corresponding peak in
the elements of the T matrix. In fact, a marked peak in the
imaginary part of the trace of the scattering T matrix has been
shown to be a straightforward way to identify the resonance
scattering [5,11]. A very sharp peak also appears in the
BB-DX case at about 5.9 rad ps−1, whereas the anomalously
high scattering rates of β-CCB-DX are mainly found around
8 rad/ps, close to where the transverse acoustic band of GaAs
enters the edge of the Brillouin zone [36]. As can be seen
by comparing Figs. 3 and 4, the order of magnitude of the
scattering rates in the low-frequency range has a significant
impact on the thermal conductivity. It is clear that all the DX
centers have a higher scattering rate, and result in a lower
thermal conductivity, than the substitutional Td defect. It is
also clear that the resonance for the BB-DX falls in such a
narrow frequency range that it affects the thermal conductivity
much less than the large broad peak found in case of the
α-CCB-DX. In the case of Se, we observe a similar trend in
the thermal conductivity, likewise explained by the magnitude
of the scattering rates in the low-frequency region (Figs. 2 and
3, Supplemental Material) [34]. For Te, we observe a different
trend, where the lowest value of the thermal conductivity is
registered for the β-CCB-DX center (Fig. 2, Supplemental
Material) [34]. However, this can also be understood from
the scattering rates (Fig. 3, Supplemental Material) [34] since
β-CCB-DX introduces scattering rates that are two orders of
magnitude higher than those of BB-DX and α-CCB-DX for
the same concentration. In the following we will look into the
origin of the narrow peak.

To dig further into the nature of the resonances, we cal-
culated the Green’s function of the perturbed system G+, via
the Dyson equation, Eq. (8). The trace of the imaginary part
of the projection of G+ on the degrees of freedom of the
5 × 5 × 5 supercell is shown in Fig. 5 as representative of
the phonon density of states (DOS) of the perturbed system.
Besides the propagating modes inherited from the unperturbed
structure, the plot shows a clear peak at each frequency
where a resonance is observed in the scatterings rates. Such
peaks could, in principle, be measured experimentally using
techniques such as inelastic neutron scattering as long as the
defect concentration is high enough that their contribution
to the DOS falls above the noise floor of the measurement,
and they hint at more localized vibrations as causes of those
resonances. To confirm this inference, in Fig. 6 we plot
the individual DOS projected on the atoms making up the
defect at a frequency corresponding to the peak, with each
atom represented by a sphere with a volume proportional
to its relative contribution to the phonon DOS. It can be
seen that the δ-like peak for BB-DX (see Figs. 4 and 6)
corresponds to modes almost entirely localized around the Ga
atom that is displaced to an interstitial position. The broader
peak in the case of α-CCB-DX is associated to an interme-
diate degree of localization made possible by the asymmet-
ric structural relaxations around the dopant. The interaction

FIG. 5. Trace of the imaginary part of the perturbed Green’s
function (G+) for the Td defect and the DX centers in GaAs:S. The
phonon DOS of bulk GaAs is also shown for comparison.

(i.e., scattering) of incident phonons with those intermediately
localized modes strongly hinders thermal transport. Finally
the broad peak observed for β-CCB-DX is quite delocalized
over the surroundings of the defect.

In a previous study, we posited that two or more close en-
ergy minima in the energy landscape are a necessary condition
for having resonant phonon scattering since they create very
flat-bottomed energy valleys [11]. To underline this point, we
calculate the barriers to transitions between different config-
urations using the NEB method. Figure 7 shows the results
for all structures and all dopants. We constructed intermediate
structures between all four defects. However, we found that

(a)

(b)

(c)

FIG. 6. A schematic presentation of the perturbed projected den-
sities of states on the atoms for (a) BB-DX, (b) α-CCB-DX, and
(c) β-CCB-DX in GaAs:S at a frequency corresponding to the peak in
the frequency region from 4 rad ps−1 to 10 rad ps−1 (see Fig. 5). The
volume of the sphere representing each atom is proportional to the
contribution of that atom to the peak. The color code is the same as
in Fig. 1.
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FIG. 7. Nudged-elastic-band minimum energy paths connecting
the defect structures formed by S, Se, and Te dopants in GaAs. 	E
is the energy of each configuration when the energy of the Td defect
is taken as the baseline. The energies have not been corrected for
the use of charged cells [37]. The correction due to the valence band
maximum, 	εV BM , lowers the β-CCB, α-CCB, and BB-DX sulfur
defects by 1.21, 0.95, and 0.35 eV, respectively, with respect to the
Td -defect. Thereby the β-CCB-DX becomes the most stable defect
for the q = −1 charged state.

the paths connecting the CCB- and BB-DX defects relax to
the Td structure, which also seems reasonable considering the
structures in Fig. 1. Still, the energy minima corresponding
to the DX centers are very flat. This is in line with our
earlier analysis of the conditions necessary for finding an
IFC perturbation large enough to produce resonances in the
scattering rates in the low-frequency region for the DX centers
[11].

IV. CONCLUSION

The formation of DX centers in GaAs is explained by inves-
tigating the electron localization function, and we conclude
that the lone pair electrons play a crucial role in determining

their structure. We performe ab initio calculations of the
lattice thermal conductivity of GaAs in the presence of Td

defects or DX centers induced by S, Se, and Te dopants. The
calculated thermal conductivity shows good agreement with
existing measurements.

The asymmetric relaxation in the DX centers causes strong
perturbations in the IFCs resulting in intense phonon scat-
tering even at low defect concentrations. The results thereby
strengthen the emerging understanding of how the lattice ther-
mal conductivity can be used to unveil the dominant defects
in semiconductors.

The resonances observed in the phonon scattering rates as
functions of frequency are connected to vibrational modes in-
troduced by the perturbation around the defect. Their defining
feature is that, while they remain localized enough to make
a strong contribution to the vibrational density of states in a
narrow range of frequencies where the resonance is observed,
they still have a significant projection over the atoms in the
distorted environment of the perturbation. Consequently they
scatter incident phonons with whose wave functions they
overlap. These localized modes are connected to flat valleys in
the energy landscape such as those emerging from degenerate
minima. Overall, we show the dramatic influence of the local
atomic structure of the dopant on a macroscopic quantity like
the thermal conductivity and illustrate how to take it into
account, which might be useful for advanced semiconductor
design.
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